Abstract—In state-of-the-art end-to-end Speech Emotion Recognition (SER) systems, Convolutional Neural Network (CNN) layers are typically used to extract affective features while Long Short-Term Memory (LSTM) layers model long-term temporal dependencies. However, these systems suffer from several problems: 1) the model largely ignores temporal structure in speech due to the limited receptive field of the CNN layers, 2) the model inherits the drawbacks of Recurrent Neural Network (RNN)s, e.g. the gradient exploding/vanishing problem, the polynomial growth of computation time with the input sequence length and the lack of parallelizability. In this work, we propose a novel end-to-end SER structure that does not contain any recurrent or fully connected layers. By leveraging the power of the dilated causal convolution, the receptive field of the proposed model largely increases with reasonably low computational cost. By also using context stacking, the proposed model is capable of exploiting long-term temporal dependencies and can be an alternative to RNN. Experiments on the RECOLA database publicly available partition show improved results compared to a state-of-the-art system. We also verify that both the proposed model and the state-of-the-art model learned from short sequences (i.e. 20 s) can make accurate predictions for very long sequences (e.g. ⩾ 75 s).
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I. INTRODUCTION

Emotion plays a basic yet important role in people’s daily life. Vocal expression is a direct way to express emotions, and thus forms a crucial modality to recognize and interpret emotion by artificial intelligence systems, as well as in human-computer interaction applications. At a very basic level, the realm of emotional experience can be described by means of two orthogonal dimensions, arousal (activation - deactivation) and valence (pleasure - displeasure), see [1].

Early SER systems follow a pipeline of feature extraction, modelling and inference. The definition of emotion-related features in this case becomes a key aspect towards an accurate and robust SER system. Hand-crafted features are widely used because careful feature design results in better generalization to various affectively annotated datasets [2], however, it requires exhaustive selection and experiments. Even if hand-crafted features may yield relatively simple predictive models, the feature selection process suffers from a potentially huge information loss [3], which could be harmful to the SER performance.

With the increasing popularity of Deep Neural Networks (DNNs), the feature extraction for an SER system has shifted to data-driven feature learning. The work in [4] has used “shallow features” (spectrograms) as the input for learning the “deep features” with a DNN structure where CNN layers are used. The CNN is shown to be competent to learn emotion-related features that can achieve comparable performances to the conventional features (i.e. energy related, voicing related and spectral features).

A number of works investigate even “shallower” input data and propose an end-to-end approach to SER [5]–[8]. In the end-to-end SER approach, raw recording samples are used as the input to a DNN consisting of both CNN and different types of RNN layers. In this case, the CNN layers are applied on frames of raw recording samples to produce higher-level features.

From a perspective of modelling sequential data, speech...
emotion analysis has some inherent difficulties. Research shows that the duration of people’s emotions can range from just a few seconds to over several hours [9], and that the dynamics of emotional experience is regulated by both internal and external excitations [10]. Thus a good model should be able to represent and learn the dependencies or relations over a sufficiently long period. The aforementioned state-of-the-art end-to-end SER systems use LSTM layers for this purpose. A recent work using Gated Recurrent Unit (GRU) layers along with the attention mechanism confirms that the simpler GRU is effective for long-term dependencies modelling [11], and can also be used in end-to-end SER systems as an alternative to LSTM [8].

However, the RNN type of layers used in the state-of-the-art SER systems suffer from several disadvantages: firstly, RNN has a sequential type of processing which results in a polynomial growth of computation time with increasing input sequence length. This type of processing is also not capable to be parallelised. Secondly, RNN suffers from the gradient exploding/vanishing problem especially when long sequences are used. Nevertheless, this problem has been alleviated by the developments in LSTM and GRU [12], [13]. Finally, empirical research shows that convolution structures outperform recurrent networks such as LSTM, suggesting that temporal convolution networks should be preferred over RNN for sequence modelling [14].

In this work, we propose a novel DNN structure in the end-to-end SER framework that maps the raw recording samples to arousal and valence values, without using any recurrent connections and fully connected layers inside the network. The proposed model contains dilated causal convolution blocks adapted from the WaveNet model [15], resulting a pure multi-task regression model. This model consists of two networks which are stacks of dilated causal convolution blocks. First, in a “Local network”, it learns local context information (e.g. from 0.04 s length raw inputs). Second, in a “Global network”, it learns very wide context information (e.g. from 20 s length raw inputs) with reasonable computational cost. This proposed model, which is trained with 20 s raw audio inputs, can accurately infer on varying length of inputs (e.g. 10 s to 150 s). By injecting input noise during training, the proposed model finally surpasses the state-of-the-art model of [7] for the REmote COLaborative and Affective (RECOLA) database.

The rest of the paper is organized as follows. Section 2 provides a brief overview about the most recent studies related to our work. In Section 3 we introduce the proposed model structure that will be optimized on the Concordance Correlation Coefficient (CCC) objective function. After the description of the database and experimental settings, we will present the simulation results in Section 4.

II. RELATED WORKS

The proposed model structure is inspired by the WaveNet model that has shown successful outcomes in Text-to-speech (TTS) problems [15]. The WaveNet model does not contain any recurrent connections, and has a very large receptive field by stacking many dilated causal convolution blocks. In these blocks, both residual connections and gated activations are present, which have also been combined with dilated convolutions in some prior image processing works [16], [17].

There is hardly any work investigating dilated convolutions in the SER framework. In [18], it is suggested that dilated residual CNNs facilitate the reduction of the receptive field and hence yield a strong ability to learn local content. However, LSTM is still used in their model after the dilated residual CNNs for modeling the temporal relationships.

Our proposed DNN architecture is different from the standard WaveNet model where we remove the skip-connections in their residual block. Further we also expand the context stacking idea of [15], to propose a context stacked dilated convolutional network. In the proposed model a “global network” learns the global context conditioned by a “local network” while the “local network” distils local information from the raw input samples.

III. METHOD

We propose a DNN structure, without any recurrent connection, for end-to-end SER, as shown in Fig.1. The network consists of dilated causal convolutions that are used for increasing the receptive field [15], [17] (Sec III-A), then two sub-networks are stacked to further increase the filter span.

Fig. 1: The proposed dilated convolutional network with context stacking. The convolution filter width, stride and filter depth is listed in round brackets, the pooling width and stride is listed in square brackets.
on the input sequence (Sec III-B). Finally, the model outputs the arousal and valence and is trained to minimize the CCC objective function (Sec III-C).

![Diagram of dilated causal convolution blocks](image)

**Fig. 2:** (a) A dilated causal convolution block and (b) a stack of dilated causal convolution blocks.

### A. Dilated causal convolution blocks

The dilated causal convolution block in the proposed model, shown in Fig. 2a, is similar to the one in [15] without the skip-connection because the skip-connections are intended to learn a sample-wise distribution which can be used to generate new samples. However, this is not our objective. Each dilated causal block consists of a residual path and a gated dilated convolution path. The residual path is a direct connection from the input to the output. On the other hand, in the convolution path, the input first goes to two dilated causal convolution layers that different activations are applied on their outputs. The outputs from the activations can be considered as “filter” when $\tanh(\cdot)$ activation is applied and “gate” when $\sigma(\cdot)$ (sigmoid activation) is applied. Element-wise multiplication is applied on these outputs afterwards, where the “filter” output is gated (i.e., selected or not selected) by the “gate” output. Then after going through a $1 \times 1$ convolution, the gated dilated causal convolution path is summed together with the residual path to generate the final output of the block. The block is then stacked many times with different dilation number in the network. The dilation number defines the number of skipping steps between new samples, however, this is not our objective. Each dilated causal block learns a sample-wise distribution which can be used to generate ground-truth sequence (denoted by index $n$), denoted as the “local network”. The other sub-network has a wider receptive field that can learn longer dependencies in a long sequence and is denoted as the “global network”. The two networks connect by letting the “local network” define the local conditioning on the “global network”. We also add pooling layers in the “local network” to downsample the sequence with the aim of reducing computation cost and memory requirement.

Finally, the outputs from the global network are processed with two traditional CNN layers, and two separated $1 \times 1$ convolution layers to generate arousal and valence estimates.

### C. Objective function

To reduce the inductive bias, a loss function that has a direct link to the evaluation metric based on the CCC($\rho_c$) has been proposed in [5]–[7] and was shown to provide better regression performance on the affective arousal and valence predictions. Given the predicted sequence (denoted by index $m$) for arousal/valence dimension and its corresponding ground-truth sequence (denoted by index $n$), the loss is:

$$L_c = 1 - \rho_c = 1 - \frac{2\sigma_{mn}^2}{\sigma_m^2 + \sigma_n^2 + (\mu_m - \mu_n)^2}$$  \hspace{1cm} (2)

where $\mu_m$ and $\mu_n$ are the sample means, $\sigma_m^2$ and $\sigma_n^2$ are the sample variances, and $\sigma_{mn}^2$ denotes the covariance between the two sequences.

### IV. EXPERIMENTS AND RESULTS

#### A. Dataset

To validate the proposed modelling framework and to compare with the state-of-the-art end-to-end SER model, we use the same RECOLA database [19] used in earlier work. This database contains abundant affective data annotated by experts. The content of the data consist of interviews in which people talk about real-life stories. However, since the database is not fully publicly available, we can only acquire a sub-partition that is used in the 2015 and 2016 Audio/Visual Emotion Challenge and Workshop (AVEC) [20], [21]. Although the RECOLA database contains four modalities (audio, video, electrocardiogram (ECG), and electro-dermal activity (EDA)), we only use the raw audio and the corresponding labels provided by the AVEC 2016 challenge. Some characteristics of this sub-partition used in this paper are summarized in TABLE I. It should be noted that this sub-partition is not completely identical to the database used in [5]–[7], so we also tested the state-of-the-art model on the same database partition that our model is tested on. The original database has three parts (train, development, and test), but since the test part is preserved for the challenge, we can not test the model on the test partition and will only report the performance on the development part in Section IV-C. Nevertheless, the results should be representative since the development partition in this database originates from similar recording conditions as the testing partition.

We also pre-process the audio by rescaling the raw audio samples into the amplitude range $[-1, 1]$ and downsampling them to 16 kHz.
TABLE I: RECOLA database sub-partition characteristics

<table>
<thead>
<tr>
<th>Label characteristic</th>
<th>Audio duration per speaker</th>
<th>Audio sampling frequency</th>
<th>Label information</th>
<th>Number of speakers</th>
<th>Label frequency</th>
<th>Language</th>
<th>Audio duration per speaker</th>
<th>Audio sampling frequency</th>
<th>Label information</th>
<th>Number of speakers</th>
<th>Label frequency</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>5 Females, 4 Males</td>
<td>44.1 kHz</td>
<td>Arousal and Valence values</td>
<td>Continuous numbers in range [-1, 1]</td>
<td>25 Hz</td>
<td>French</td>
<td>Training</td>
<td>5 Females, 4 Males</td>
<td>44.1 kHz</td>
<td>Arousal and Valence values</td>
<td>Continuous numbers in range [-1, 1]</td>
<td>25 Hz</td>
</tr>
</tbody>
</table>

B. Implementation Details

Stride 1 and zero-padding is used across all convolution layers to retain the same sequence length after each operation.

1) Local network: Firstly, we construct the local network, which consists of 30 dilated causal convolution block layers, with filter width 2 and depth equal to 128. The first six layers have dilation numbers of \( D_k = 2^k \) where \( k = 0 \ldots 5 \). Then the same dilation numbers are repeated 5 times. The input is first filtered with a causal convolution with filter width 32 and depth equal to 128, before being fed into the local network. There are in total 7 intermediate average-pooling layers in the local network, with pooling width of 2, which progressively downsamples the processed data from 16 kHz to 125 Hz. Then an output max-pooling layer with pooling width 5 further downsamples it to 25 Hz.

In parallel to the local network, the input raw audio is fed into a max-pooling layer with pooling width 640, so that its output has a sampling rate of 25 Hz, which is the same as the label sampling rate. Together with the output from the local network which serves as the local conditioning, the downsampled audio is then fed into a causal convolution layer with filter width 32 and depth 128, and then to the global network.

2) Global network: It consists of 47 dilated causal convolution block layers. The first 20 layers have dilation numbers equal to \( D_k = 2^k \) (\( k = 0 \ldots 9 \)), which are repeated 2 times, while the last 27 layers have dilation numbers \( D_k = 2^k \) (\( k = 0 \ldots 8 \)), which are repeated 3 times. These numbers are chosen based on validation performance. However, a key aspect is to choose exponentially increasing dilation numbers such as to cover a sufficiently long span (e.g. the global network has dilation number up to 512 which covers 20 s of the input audio data). These dilated convolution block layers have filter depth 256 and filter width 2. Finally, all the blocks are conditioned on the local context. We implement those context stacking filters (filter “V” in III-B) by normal CNNs with filter depth 256 and width 2.

3) Output network: Then in the output network, two non-causal convolution layers are used which have filter depths equal to 256, filter width of 4 for the first layer, and 2 for the second layer. The final outputs are two \( 1 \times 1 \) convolution layers that yield the arousal and valence predictions.

4) Data augmentation: To overcome over-fitting, we select the training inputs with overlapping frames from the training set, then the selected frames are shuffled during training.

Gaussian noise with zero mean and standard deviation of 0.01 is added to the input frames. Those data augmentation techniques are widely used in neural network practice and may yield better generalization of the model [22]. In validation, we only predict successive frames with neither overlapping nor additional input noise.

5) Training settings: Finally, we use the Adam optimizer to train our model, with a fixed learning rate of \( 10^{-4} \). Batch-size is 3 due to memory constraints. \( l_2 \) regularization with a regularization parameter of \( 10^{-4} \) is applied. There is no post-processing on the output predictions. Every experiment is repeated for 5 times with randomly initialized model parameters at the beginning of every run. Afterwards, we select the model which has the highest total arousal and valence CCC on the validation set. Finally, the mean CCC across 5 runs is reported.

C. Comparison with the state-of-the-art

In the first experiment, we compare our proposed model with the state-of-the-art end-to-end SER system by Tzirakis et al. [7] (denoted as CNN-LSTM). We implement their model with the model architecture and hyper-parameter settings provided in [7] (input sequence length is 20 s). Then we re-train the model with the same dataset partition that is used for training and evaluating our model. Both models are trained with length 20 s input sequences and evaluated also on length 20 s sequences. The validation results are shown in the 2nd point in Fig. 3 (corresponding to 20 s), where the proposed model gets CCCs equal to 0.782 and 0.499 for arousal and valence separately, whereas the CNN-LSTM model gets 0.763 and 0.516 separately.

Input noise is then added to train both models, and the resulting CCCs are shown in Fig. 3 with suffix “_IN”. Regarding generalization, the effectiveness of adding input noise is subtle to both the CNN-LSTM model and the proposed model in arousal predictions, however, it significantly helps our proposed model in valence predictions. The proposed model trained with input noise yields CCCs equal to 0.78 in arousal predictions and 0.518 in valence predictions. As a result, the proposed model, trained with input noise, outperforms the state-of-the-art CNN-LSTM model for input data of length 20 s.

Fig. 3: CCCs for arousal (a) and valence (b) with varying input sequence length, while both models are trained only with 20 s sequences and are applied to predict for varying input sequences length. Suffix “_IN” indicates input noise is added during training.
D. Identification of the influence of input sequence length

To further identify the influence of the input sequence length, we also evaluate the performance with input frames of 10 s, 20 s, 30 s, 75 s, and 150 s. Re-training of the models is not necessary since they accept varying sequence lengths, therefore we use the models trained with 20 s sequences and evaluate them on the aforementioned sequence lengths. The effectiveness of adding input noise is also tested with both models.

The results are plotted in Fig. 3. Firstly, an increasing trend in performance is observed when longer sequences are used. This trend is valid for both models, with or without input noise. The best CCCs for the proposed model are obtained when the input sequence length equals 150 s and with input noise. The result increases 4.8% on arousal predictions and 8% on valence predictions compared to the baseline case where 20 s sequences are used [7]. Secondly, adding input noise does help the proposed model to generalize well for longer sequence lengths, whereas it is not the case for the CNN-LSTM model.

20 s sequences are used [7]. Secondly, adding input noise does help the proposed model to generalize well for longer sequence lengths, whereas it is not the case for the CNN-LSTM model. The input noise is harmful to the CNN-LSTM model in valence predictions when the sequence length is $\geq 20$ s. This maybe due to the fact that the proposed model with a deeper structure and more trainable parameters is more capable to learn a robust mapping, whereas in contrast, the CNN-LSTM model may over-fit to the noise. Finally, the proposed model trained with input noise outperforms the state-of-the-art CNN-LSTM model with 1.4% to 4.4% on arousal CCCs, and 2.2% to 5.4% on valence CCCs for all the testing cases.

V. CONCLUSIONS

We proposed a novel end-to-end DNN structure for SER that does not consist of any recurrent and fully connected layers. Simulation results firstly indicated that the proposed model, which is deeper and consists of more learnable parameters than the selected state-of-the-art model, can learn a more robust mapping when input noise is added. Secondly, the results also showed that models learned from 20 s sequences can yield accurate predictions on longer sequences, which seems to indicate that some features or parameters learned from short sequences are also effective in modelling longer sequences. Finally, our experiments show that the proposed model with dilated causal convolution layers outperforms the state-of-the-art model which consists of both CNN and LSTM layers. Future work includes presetting the “local network” with prior knowledge and fine tuning it during training. Moreover, we aim to apply the methods to new, ecologically valid emotional speech data.
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