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Abstract—Voice Assistant (VA) now-a-days plays a very important role for the smart home applications. However, the VA along with ease also brings security issue too, such as possibility of being attacked by replay, hidden voice commands, etc. This paper presents replay Spoof Speech Detection (SSD) system for VA using Energy Separation Algorithm (ESA)-based features to capture Instantaneous Amplitude and Frequency Cepstral Coefficients (i.e., ESA-IACC and ESA-IFCC), and Gaussian Mixture Model (GMM) as a pattern classifier. Teager Energy Operator (TEO) has the characteristics to suppress the noise and hence, it is robust to noise sensitivity. For noisy acoustic environment, the ESA-based features that employ TEO perform well compared to the clean environment. We performed the experiments on the ReMASC database, which contains four different acoustic environments. Proposed features performed better in clean and noisy environments. In addition, to obtain possible complementary information, we performed score-level fusion of ESA-IACC and ESA-IFCC that resulted in low Equal Error Rate (EER) for different environments. Furthermore, we compared our proposed feature sets with Constant-Q Cepstral Coefficients (CQCC), and Linear Frequency Cepstral Coefficients (LFCC) resulting in an relative improvement of approximately 21.88 % for clean environments and 66.34 % for noisy environments (in EER), respectively.

Index Terms—Replay Spoofing, Voice Assistant (VA), Teager Energy Operator (TEO), Energy Separation Algorithm (ESA).

I. INTRODUCTION

Biometric authentication, such as fingerprint scanning, retinal scanning, face detection, and voice recognition, etc. are used in intelligent personal assistants. Internet of Things (IoT) system used speakers voice as the user-machine interaction. Voice Assistant (VA), such as Google Assistant, Amazon Alexa, SIRI, etc. are widely used inside our homes to control the appliances with the help of smart speakers [1], [2]. Eventhough there are plenty of use of voice assistants (VA), they raise several security concerns, such as spoofing attacks. Spoofing is defined as the imposter speaker impersonate as a genuine speaker to get access of a secured system or data [3]–[5]. There are different spoofing attacks, such as speech synthesis (SS) [6], voice conversion (VC) [7], [8], replay [9], [10], impersonation [11], and twins [12] primarily in the context of Automatic Speaker Verification (ASV).

Few attacks that dominates voice assistant are hidden voice commands [13], self-triggered attacks [14], and audio adversarial examples [2]. The study reported in [15]–[17] states that any attack can tend to harsh/serious losses, e.g. an attacker may do online shopping, a burglar might enter a house by replaying the owners voice, make financial transactions on behalf of the owner without direct authorization, and so on.

Few studies reported on countermeasures to alleviate spoofing attacks on VA [2], [18]. The attacks on the VA also depends on implementation techniques pf VA, namely, Basic Voice Replay attack, Operating System-Level attack (e.g., Ally attack [19], Google Voice Search (GVS) attack [17]), Hardware-level attack (i.e., Dolphin attack [20], Intentional Electromagnetic Interference (IEMI) attack [21]), Machine learning-level attack [14], etc. These techniques are mainly based on the replay signal and hence, it is required to increase the performance of the system. To handle these attacks, one can use the approach used to develop counter measures for spoofing attacks on ASV systems. However, the methods which works excellent for ASV systems may or may not perform well for VA. One major difference is that the ASV systems assume that the user is in controlled environment whereas in case of VA, there are several different acoustic environments where the user gives command to the VA. The ASV systems use more strict configurations of ASV model. In the contrast, for making them easy to use, VAs may not have the strict ASV models. Few VAs do not have by default such as, Xiaomi MI AI a smart home control system. This makes it easy for the imposter to do a replay attack to give malicious commands to the VAs to access the system. As a result, VAs need more robust defense model to distinguish between natural vs. replayed speech.

In this paper, we are exploring our earlier proposed feature sets, i.e., Energy Separation Algorithm (ESA)-based Instantaneous Amplitude and Instantaneous Frequency (IA-IF) component of a signal for VA [22]–[24]. The experiments are performed on a recently available Realistic Replay Attack Corpus for Voice Controlled Systems (ReMASC) corpus, which is more competent in replay detection for VA. In particular, we studied the effect of different acoustic environments along with the IA-IF-based features on VA. The Teager Energy Operator (TEO) has the capability to suppress the noise and hence, in the signal degradation conditions, the performance of the TEO-based features is generally better compared to the other features.
II. ENERGY SEPARATION ALGORITHM (ESA)-BASED FEATURES

The Energy Separation Algorithm-Instantaneous Amplitude Cepstral Coefficients (ESA-IACC), and Energy Separation Algorithm-Instantaneous Frequency Cepstral Coefficients (ESA-IFCC) feature extraction process is shown in Fig. 1. The input speech signal is passed through the pre-emphasis filter to enhance the higher frequency regions. Furthermore, the speech signal is passed through the linearly-spaced Gabor filterbank in order to obtain narrowband filtered signals in order to estimate the instantaneous Teager energy profile along with ESA [25]–[28]. The ESA provides the corresponding Instantaneous Amplitude and Instantaneous Frequency (IA-IF) components of a narrowband filtered signals [29]. These estimated IA and IF components are further processed to obtain corresponding speech segments with a window length of 25 ms along with a shift of 10 ms followed by logarithm operation to compress the data. To obtain a low-dimensional representation that has compact energy, Discrete Cosine Transform (DCT) is applied along with Cepstral Mean Variance Normalization (CMVN) to reduce the channel mismatch/distortion conditions [30]. Finally, retained few DCT coefficients, i.e., ESA-IACC , and ESA-IFCC appended along with their $\Delta$ and $\Delta\Delta$ features to obtain higher-dimensional feature vector. Please note that the experiments performed in Section IV for ESA-IFCC feature set are extracted without applying pre-and-post-processing, as this process gave better results than the other feature extraction parameters used.

![Fig. 1. Block diagram of ESA-IACC, and ESA-IFCC feature sets. After [23].](image)

In addition, we also observed and compared the spectral energy densities of traditional Short-Time Fourier Transform (STFT) spectrogram with the spectral energy obtained from Teager energy-based approach as shown in Fig. 2. The comparison is shown for all the acoustic environments from the ReMASC database, in particular, outdoor (Panel I-II), indoor 1 (Panel III-IV), indoor 2 (Panel V-VI), and vehicle (Panel VII-VIII). For outdoor environment, it can be observed from the Fig. 2 that the spectral energy is not preserved for both Panel I and Panel II. In addition, for high frequency regions, we observe high energy. However, with Teager energy-based approach, we preserve the mid and higher frequency information compared to the traditional spectrogram. The spoof signal of corresponding outdoor environment shows much more distortion in spectral energies compared to its natural counterpart. As the recording is done in the open outdoor area, it is indeed possible that the signal carries different types of noise along with it and hence, the performance degrades for outdoor environment. Similarly, we observe the spectral energy differences for other acoustic environment. In particular, for indoor 2 and vehicle acoustic environments, it can be clearly observed that the spectral energy obtained from the Teager energy-based approach preserves much more information about the formants and harmonics compared to the traditional spectrogram and hence, the performance for these environment is better compared to the other environments (discussed in Section IV).

III. EXPERIMENTAL SETUP

We performed the experiments on the publicly available ReMASC corpus, which is specifically developed for the VAs that includes near-field and far-field speech. The brief discussion of acoustic environment is mentioned next. The dataset consists of two disjoint sets, namely, Core and Quick evaluation set [31]. The statistics of the ReMASC database is given in Table I.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Core (Training) set</th>
<th>Quick Eval. (Test) set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Replay utterances</td>
<td>Genuine utterances</td>
</tr>
<tr>
<td>Env A</td>
<td>7259</td>
<td>707</td>
</tr>
<tr>
<td>Env B</td>
<td>5659</td>
<td>1069</td>
</tr>
<tr>
<td>Env C</td>
<td>2040</td>
<td>835</td>
</tr>
<tr>
<td>Env D</td>
<td>3858</td>
<td>2657</td>
</tr>
<tr>
<td>Total</td>
<td>12816</td>
<td>5268</td>
</tr>
</tbody>
</table>

A. Acoustic Environments:

The database was created in four different acoustic environments, namely [31]:

- **Outdoor Environment (Env A):** The data is collected in a student plaza with various background noises to imitate the noisy outdoor environment conditions.
- **Indoor Environment 1 (Env B):** Data is recorded from a quiet study room using three different placement positions of recorders: Center of the room, against the wall, and corner of a room. This environment allows us to emulate the situation of flexible device, and speaker positions.
- **Indoor Environment 2 (Env C):** In reality, while using VAs, there are several background sounds that are mixed with the original voice commands. To imitate this, the data is collected at a lounge with TVs, and music players running in background.
- **Vehicle Environment (Env D):** The data is collected in a moving vehicle, once in a silent parking area (with the engine is off), and once when car is moving. This will allow us to analyze the effects of vehicle-based VAs.

The ReMASC corpus was developed for three different tasks, namely, *Task 1*: Mismatch training and testing condition, *Task 2*: Environment-independent, and *Task 3*: Environment-dependent with different speakers in training and testing set [31]. In this study, we are focusing on the Task 3, i.e., environment-dependent (which will have the same acoustic
environment during training and testing, however, the number of speakers taken in training will be different from that of speakers selected during testing).

B. Baseline Systems:

The organizers of the ReMASC corpus provided the baseline system with CQCC feature set as front-end features along with Gaussian Mixture Models (GMM) as the classifier at back-end. The CQCC feature set was extracted with 30-static coefficients appending with 30-∆ and 30-∆∆ resulting in total 90-D feature vector [32], [33]. In addition, we used LFCC feature set to compare with the proposed feature sets. The LFCC feature set was extracted using 60-D feature vector that includes (20-static+∆+∆∆) [34]. The ESA-IACC, and ESA-IFCC feature sets are extracted with $f_{\text{max}} = 8000$ Hz, and $f_{\text{min}} = 10$ Hz with linear frequency scale in the Gabor filterbank. The ESA-IFCC feature set is extracted without applying pre-emphasis and CMVN techniques. On the other hand, the ESA-IACC feature set is extracted using pre-emphasis and CMVN techniques. From our earlier studies, we found that the ESA-IACC and ESA-IFCC feature sets perform better with the 40 number of subband filtered signals with 120-D feature vector (that includes static+∆+∆∆). If we reduce the number of subband filters or feature dimension, the performance of the Spoof Speech Detection (SSD) for VA degrades.

GMM is used to map each class as a weighted sum of I multivariate Gaussians [35]. It is given by $p(x|\lambda) = \sum_{k=1}^{N} w_k p_k(x)$, where $w_k$ is the $k^{th}$ mixture weight, and $p_k(x)$ is a $D$-variate Gaussian density function with mean vector $\mu_i$, and covariance matrix, $\Sigma_i$. The model parameter is defined by $\lambda$. The likelihood scores are found for natural vs. replayed speech. The decision against hypothesis is based on Log-Likelihood Ratio (LLR) = $\log \frac{P(X|H_0)}{P(X|H_1)}$, where $P(X|H_0)$ and $P(X|H_1)$ are the likelihood scores of natural and replay speech, respectively. The score-level fusion is performed to combine possible complementary information and is given by:

$$LLK_{\text{fused}} = (\alpha)LLK_{\text{feature1}} + (1 - \alpha)LLK_{\text{feature2}}, \quad (1)$$

where $LLK_{\text{feature1}}$, and $LLK_{\text{feature2}}$ is log-likelihood score of feature1 and feature2, respectively, and $\alpha$ is the fusion parameter or weight ($0 < \alpha < 1$).

IV. EXPERIMENTAL RESULTS

This Section describes the experiments performed on the Task 3, i.e., environment-dependent. We observed the Power Spectral Density (PSD) obtained after applying TEO on the small speech segment for the natural, and its corresponding spoof speech signal as shown in Fig. 3. The PSD for different environment, namely, (a) outdoor, (b) indoor 1, (c) indoor 2, and (d) vehicle shows the difference from its natural counterpart. In particular, we observe differences in the PSD plots for the indoor 2 and vehicle environments, which indeed help us to detect the spoof signal (which is also observed from
our experimental results discussed in the next sub-section. Furthermore, the performance for ESA-IACC, and ESA-IFCC feature sets is enhanced in the next sub-section.

**A. Results on ESA-IACC Feature Set**

The experiments are performed by varying the number of subband filters in a Gabor filterbank from 40 to 100 for all the acoustic environments (as shown in Fig. 4). It can be observed from Fig. 4 that the effect of number of subband filters indeed degrades the performance for a particular environment, and at the same time, it performs better for the other environments. In particular, for Env B (indoor 1), it can be observed that we get high EER for all the number of subband filters. The possible reason behind it could be the environmental conditions, which the replay spoof speech is recorded. As indoor 1 environment is quiet study room and hence, the replay spoof signal will be similar to the natural speech resulting in less discrimination in replay speech from its natural counterpart, degradation in the SSD performance. On the other hand, the spoof signal when recorded in other environments, i.e., indoor 2 and vehicle are able to detect as these environments are having noise added in the replay signals that is used as the discrimination feature from the natural speech because the Teager energy-based features have noise suppression capability, and its features are robust to noise sensitivity.

**B. Results on ESA-IFCC Feature Set**

Similar to experiments in Section IV-A, we performed the experiments for ESA-IFCC feature set with varying the number of subband filters from 40 to 100. It can be observed from Fig. 5 that for acoustic environment indoor 2 and vehicle, the EERs are low compared to the other two acoustic environments, namely, outdoor and indoor 1. With increasing the number of subband filters in a filterbank, the EER decreases and hence, it proves that the narrowband filtering for extracting TEO-based features are essential for detecting spoof speech signals, which also further depends on the acoustic environment (i.e., noisy vs. clean environment).

**C. Results with Score-Level Fusion**

We further compared results for our proposed feature sets with the baseline system along with LFCC feature sets in Table II. It can be observed that the ESA-IACC and ESA-IFCC feature set performed better for Env A, Env C, and Env D. However, for Env B, the ESA-based feature sets fail to detect the replay speech signal. The reason for this is discussed in the section IV containing the PSD discussion. When compared to CQCC and LFCC feature sets, we obtained much lower EERs for all the environments apart from indoor 1. Furthermore, we performed the score-level fusion of ESA-IACC and ESA-IFCC feature sets to further improve the performance of the replay SSD task. The score-level fusion indeed helped to get the lower EER than individual EERs for both feature sets. For outdoor, indoor 2, and vehicle environment, the score-level fusion gave EER of 11.92 %, 2.07 %, and 5.18 %. It represents that the score-level fusion of both the feature sets capture complementary information that helped us to improve the replay SSD performance than the individual feature sets.

<table>
<thead>
<tr>
<th>Feature sets</th>
<th>Env A</th>
<th>Env B</th>
<th>Env C</th>
<th>Env D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQCC</td>
<td>15.26</td>
<td>17.41</td>
<td>6.15</td>
<td>6.59</td>
</tr>
<tr>
<td>LFCC</td>
<td>22.44</td>
<td>24.41</td>
<td>15.97</td>
<td>18.24</td>
</tr>
<tr>
<td>ESA-IFCC</td>
<td>19.36</td>
<td>29.11</td>
<td>4.06</td>
<td>6.22</td>
</tr>
<tr>
<td>ESA-IACC</td>
<td>12.59</td>
<td>23.84</td>
<td>9.81</td>
<td>9.11</td>
</tr>
<tr>
<td>ESA-IFCC+ESA-IACC</td>
<td><strong>11.92</strong></td>
<td><strong>21.00</strong></td>
<td><strong>2.07</strong></td>
<td><strong>5.18</strong></td>
</tr>
</tbody>
</table>

**Fig. 3.** Power Spectral Density (PSD) of natural (blue color) speech segment, and its corresponding replay (red color) speech recorded in (a) outdoor, (b) indoor 1, (c) indoor 2, and (d) vehicle acoustic environment.

**Fig. 4.** Results in EER (%) for ESA-IACC features sets with varying the number of subband filters for different acoustic environments.

**Fig. 5.** Results in EER (%) for ESA-IFCC features sets with varying the number of subband filters for different acoustic environments.
V. SUMMARY AND CONCLUSIONS
In this paper, we studied the importance of different acoustic environments for Voice Assistants (VAs). In particular, we found that the noisy and clean environment indeed affect the performance to detect the replay speech signal from its natural counterpart. We used Energy Separation Algorithm (ESA)-based Instantaneous Amplitude and Instantaneous Frequency feature sets to detect the replay signals. The speech signal when recorded in noisy environment has distortions, however, using the ESA-IFCC feature sets; this type of replay signals are classified from its natural counterpart. On the other hand, when the signals are recorded in the clean environment, they are difficult to detect as they might be similar to the natural signal and hence, very less differences in them are observed. Thus, for the clean environment, our proposed feature sets fails to classify the replay signal and hence, more detailed analysis and study is required to detect the replay signal in such scenarios, which forms our immediate future work.
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