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Abstract—In recent years, the research community started to explore new strategies for encoding image and video content based on innovative coding solutions developed using machine learning (ML) tools. An emerging research strategy proposes novel hybrid coding solutions as an alternative to traditional coding paradigms by replacing specific coding modules with efficient deep-learning (DL) based techniques. The paper presents a study on DL-based intra-prediction methods for lossless compression applications. For image coding, the paper studies our recently proposed pixel-wise prediction methods designed based on the residual learning concept, integrated into conventional lossless image coding frameworks. Moreover, a novel neural network design is proposed based on a new structure of layers. For video coding, the paper studies our recently proposed block-wise prediction methods designed based on recent breakthroughs in ML domain, and integrated in the lossless HEVC standard. Experimental results show that the proposed lossless image codec achieves an improved performance with 1.6% compared to state-of-the-art DL-based methods. The study reveals that the hybrid coding solutions which incorporate DL-based prediction methods systematically and substantially improve the coding performance over traditional lossless coding paradigms.

Index Terms—Lossless compression, deep-learning, intra-prediction, hybrid coding solutions

I. INTRODUCTION

Machine Learning (ML) based technologies already provide an improved performance compared to traditional state-of-the-art methods in numerous image processing applications. In the video compression domain, a novel research strategy emerged by proposing an innovative hybrid coding solution as an alternative to the traditional coding solutions by training different neural network models to replace specific task-oriented modules in conventional coding frameworks, such as CALIC [1] and High Efficiency Video Coding (HEVC) [2].

In recent years, several approaches were proposed to integrate modern ML tools into lossy coding systems. In [3], the authors proposed one of the first image compression methods that employs modern ML tools. In [4], an end-to-end trainable model for image compression based on variational auto-encoders is proposed, where the model incorporates a hyperprior to effectively capture spatial dependencies in the latent representation. A variable-filter-size residual-learning convolutional neural network model was proposed in [5], providing an accelerated network training and improving the HEVC intra-coding performance. In [6], the authors proposed an arithmetic coding strategy by directly estimating the probability distribution of the 35 intra-prediction modes with the adoption of a multi-level arithmetic codec, and by training a simple neural network to perform probability estimation. In [7], the authors proposed a neural network design based on a sequence of several dense layers which is employed for block-based intra prediction in lossy video coding. In [8], a set of features from the causal neighborhood is extracted and used in order to select a predefined image pattern as the prediction signal.

In the lossless coding domain, several approaches were proposed to compute an improved deep-learning (DL) based prediction, where the residual error is further encoded using traditional coding tools. For lossless image coding applications, several pixel-wise DL-based approaches were proposed to compute the prediction of the current pixel by classifying the causal neighborhood of the current pixel into a predefined number of classes. In [9], we proposed a first solution for lossless coding of photographic images. In [10], a dual prediction method based on traditional and DL-based prediction is proposed. In [11], we proposed a network design using ML concepts such as Inception [12] and Residual Learning [13] and a novel bit-plane-based entropy codec. For lossless video coding applications, several block-based DL-based approaches are proposed to compute the current block prediction using different strategies for selecting the causal neighborhood. In [14], we proposed a novel DL-based architecture and trained specific network models in order to replace conventional HEVC predictions for nine intra-prediction modes for the $4 \times 4$ block size. Moreover, in [15], we proposed a hybrid coding solution based on an improved training procedure where the optimal intra-prediction mode is selected between the angular prediction modes of both HEVC-based and DL-based approaches, for the $4 \times 4$ and $8 \times 8$ block sizes.

The paper studies various ML-based intra-prediction methods for lossless coding applications and assesses their coding performance compared to traditional coding methods. For lossless image coding, the paper proposes a novel neural network design based on a more efficient 3-branch structure of dense layers and studies different architecture variations. Section II
II. Deep-Learning-Based Intra-Prediction

A. Pixel-wise prediction for image coding

The conventional lossless coding framework was modified by integrating a novel dual prediction scheme [10] and an efficient entropy coder [11]. Fig. 1 depicts the hybrid coding solution proposed in [11], where: (1) a traditional prediction method is first employed to compute the initial pixel prediction based on a small causal neighborhood; (2) a DL-based method designed based on the inception and residual learning concepts is then employed to predict the residual error using a large causal neighborhood, and (3) a context-based bit-plane (CBP) codec is employed to encode the final residual error.

The traditional state-of-the-art methods for lossless compression were conceived years ago on low resolution imagery by respecting severe design constraints on computational complexity, E.g., the LOCO-I [16] and GAP [1] prediction methods follow the predictive coding paradigm whereby the value of the current pixel is predicted using a linear combination of the values in a small causal neighborhood of three-to-six pixels. The DL-based methods propose to estimate the value of the current pixel based on a rectangular input patch of size \( (b + 1) \times (2b + 1) \) which collects the known pixel values found in a causal neighbourhood at a maximum of \( b \) lines or columns from the current pixel position. DL-based methods follow the idea that the context provided by a larger causal neighborhood can be used to efficiently classify the input patch into a class of which the index represents the predicted value. One notes that, in contrast to traditional lossless codecs, DL-based coding methods were conceived to maximize lossless coding performance without any design constraint on computational complexity.

1) Related Work: In our recent work, we proposed the Residual-Error Predictive Convolutional Neural Network (REP-CNN) [10] and the Inception and Residual Learning-based Neural Network (ResLNN) [11] architectures depicted in Fig. 2f using the different structures of layers detailed in Figs. 2a-2d. These structures are placing a batch normalization (BN) [17] layer between the activation function and a convolution (Conv) or a dense (Dense) layer. The goal of these neural network designs is to classify the input patch of local causal neighborhood into 256 classes using a 2-stage approach. In the first stage, a structure based on convolution layers process the input patch to extract a feature vector. In the second stage, a structure based on dense layers further process the feature vector to compute the class index.

REP-CNN [10] consists of a sequence of 14 Convolution Blocks (CBs) in the first stage, and 12 Dense Blocks (DBs) in the second stage, where the last DB block uses a softmax activation function to classify the input patch [11]. IResLNN [11] proposes to change the first stage of REP-CNN by introducing two efficient structures of convolution layers: the Residual Learning [13] based Block (ResLB), and the Inception [12] and Residual Learning based Block (IResLB). These structures are using a multiple branch processing design, where each branch processes the current patch in a different way. Hence, IResLNN proposes a more elaborated design consisting of a sequence of 2 CBs, 5 IResLBs, and 2 ResLBs.

The residual errors are truncated from a 9-bit to a 8-bit dynamic range (with 256 values) based on the observation that large-magnitude residuals are highly unlikely to occur. The training procedure employs the Adam optimizer [18], and a loss function based on sparse categorical cross-entropy and by using \( \ell_2 \) regularization with hyperparameter \( \lambda = 0.01 \).

2) Proposed Network Designs: Here we propose a new network design based on a novel dense layer structure called Dense IResLB (DIResLB), depicted in Fig. 2f, which proposes to apply the multiple branch processing approach using dense layers to feature classification. DIResLB uses parameter \( d \) to variate the number of classes in branch 2 and branch 3, so that in each branch the patch is processed in a different way.

Firstly, we propose to modify the second stage in IResLNN by replacing the sequence of 11 DBs with two DIResLB blocks. Five different ways to process the feature vector are proposed. Fig. 2f depicts the full architecture design of the first architecture variation, denoted Proposed3, where the two DIResLB blocks use \( d = 64 \). Fig. 2g depicts the other strategies tested for replacing the layer structure marked by the dotted rectangle in Proposed3. A second version, denoted 2 DIResLB(0), proposes to test the DIResLB block with \( d = 0 \). A third version, denoted 2 DIResLB(96), proposes to test the DIResLB block with \( d = 96 \) and introduce a higher parameter variation between the branches. A fourth version, denoted 3 DIResLB(64), proposes to increase the number of parameters by using 3 DIResLBs. A fifth version, denoted 5-b DIResLB, proposes to modify the DIResLB structure by using a 5-branch design, as depicted in Fig. 2g.

Secondly, we propose to further modify the first stage in the Proposed3 architecture by changing the IResLB structure and use a \( 5 \times 5 \) window instead of a \( 3 \times 3 \) window for Conv2, see Fig. 2d. The obtained architecture is denoted Proposed5.

3) Entropy Coding: A new entropy codec was proposed to encode the residual error of the dual prediction method using its binary representation \( \sum_{i=0}^{7} k_i(x, y) b_i 2^i \), where \( b_i \in \{0, 1\} \) and \( k_i(x, y) = 0, 1, \ldots, 7 \) is the (minimum) number of bits needed to represent the residual error. The length \( k_i(x, y) \) is first predicted based on a small causal neighborhood and each bit in the binary representation is then predicted by employing a different context tree model [19]. The CBPNN method
was proposed by applying a dual prediction method based on LOCO-I [16] and IResLNN for predicting the LOCO-I residual error, and by encoding the final residual using CBP.

B. Block-wise prediction for video coding

In the HEVC framework [2], a block-wise prediction method is employed to compute the Prediction Units (PU) of blocks whose size varies from $4 \times 4$ to $64 \times 64$ for each of the 35 HEVC intra-prediction modes. In our coding strategy we propose to employ a block-wise DL-based prediction method to compute the prediction of the current block based on an input patch having four times the size of the target prediction block, and which collects a causal neighborhood around the currently predicted block. Such approach is based on neural network designs that follow a multi-resolution processing concept, whereby the current patch processing is further improved based on the patches processed at the current resolution level and at half of the current resolution.

In [14], we proposed the Angular Intra-Prediction Convolutional Neural Network (AP-CNN) where the input patch is processed at three different resolutions. An AP-CNN model was trained to replace a set of nine HEVC angular intra-prediction modes for the prediction blocks of size $4 \times 4$, i.e., the In the lossless video coding domain, the prediction module plays an important role, and that the $4 \times 4$ block size was found as the most frequent block size in the optimal HEVC mode segmentation. Moreover, these nine angular intra-prediction modes were selected due to the large volume of input patches available for training. AP-CNN operates on three resolutions $(N_k \times N_k, N_k \times 2N_k, 2N_k \times N_k)$ and contains 10 convolutional layers and 2 deconvolution layers. The number of filters is doubled when the patch resolution is halved, and the number of filters is halved when the patch resolution is doubled. A final convolution layer computes the final prediction block.

In [15], we proposed a hybrid video coding solution where, for the block prediction of the $N_1 \times N_1 = 4 \times 4$ ($k = 1$) and $N_2 \times N_2 = 8 \times 8$ ($k = 2$) block sizes, the optimal intra-prediction mode is selected between the following intra-prediction modes: the DC mode, the planar mode, the 33 traditional HEVC angular intra-prediction modes, and the 33...
DL-based angular intra-prediction modes. Fig. 3 shows how AP-CNN was further modified in [11] based on the following improved training procedure. Firstly the neural network is trained to learn more efficiently from both the input patch and the target output prediction block, i.e., by predicting an area larger than the target prediction block. Secondly, the loss function formulation is based on a general loss term, a local loss term, and a rate-based term where the position of each predicted value relative to the causal neighborhood is taken into account for an improved block-wise intra-prediction. Thirdly, the input training patches are extracted after processing regular images rather than video sequences.

Furthermore, in [15], the HEVC video coding standard was modified to apply a block rotation to cancel the effect of the reverse raster scan introduced to collect the transformed coefficients in an order from low to high frequencies. This modification is based on the observation that a block-based prediction method has an improved performance for the top-left samples compared to the bottom-right samples since they are highly correlated with the causal neighborhood.

III. EXPERIMENTAL RESULTS

A. Lossless Image Compression

The set of 68 grayscale 4K UHD photographic images [21] was divided into Training set (4 images) and Test set (64 images). Each model is trained using 10 million (M) input patches of size 16 × 31 (b = 15), which were randomly selected from the Training set, during 32 epochs, with batch size of 4000 input patches, and using a 90% − 10% training—validation ratio. Here we introduce a two stage training procedure for training the proposed architecture variation. In the first stage, we employ the procedure from [11] where at each epoch i, the learning rate $\eta_i$ is set as $\eta_{i+1} = (f_d)\frac{\eta_i}{\eta_{i+1}}$, $\forall i = 1, 2, \ldots, 32$, where $f_d = 0.2$ is the decay rate, $n_s = 5$ is the decay step, and $\eta_1 = 5 \times 10^{-4}$ is the learning rate at the first epoch. In the second stage, the model trained in the first stage is further trained during $n'_s = 32$ epochs using a decay rate of $f_d' = 0.5$, a decay step of $n'_s = 5$, and a learning rate at first epoch of $\eta_1' = 10^{-5}$.

The LOCO-I [16] predictor is employed in the dual prediction scheme [10], the LOCO-I residual error is then predicted using a different network model, and the final residual error is encoded by CBP. The compression results are compared using the bits per pixel (bpp) and the relative compression (RC) metrics, where $RC_{MX} = \frac{B_{MX}}{B_{Proposed 5}}$ is the bitrate ratio between a codec MX and the tested anchor codec based on the Proposed5 architecture.

Fig. 4 shows the complexity vs. performance analysis of IResLNN [11] and the proposed architecture variations: (i) 2 DIREsLB(0), (ii) 2 DIREsLB(96), (iii) 3 DIREsLB(64), (iv) 5-b DIREsLB, (v) Proposed3, (vi) Proposed5. One can note that the Proposed5 architecture achieves 1.6% average performance improvement compared to IResLNN [11]. Moreover, all the proposed architecture variations based on the more efficient DIREsLB structure achieve an improved performance compared to IResLNN [11].

Fig. 5 shows the comparison between the compression results of the traditional lossless image codecs: JPEG-LS [16], CALIC [1], FLIF [20], and the novel hybrid lossless image coding solutions: REP-CNN [10], CBPCNN [11] (IResLNN prediction and CBP), and the Proposed5 codec (Proposed5 prediction and CBP). Table I shows that the proposed codec based on the novel network design achieves an improved average performance of almost 50% compared to FLIF [20].

B. Lossless Video Coding

In [15], 10M and 2.5M input patches where extracted from the ADE20K dataset [22] for the 4 × 4 and 8 × 8 block sizes.
Table II
Lossless Video Coding Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic</td>
<td>3.927</td>
<td>3.606</td>
<td>-0.169%</td>
</tr>
<tr>
<td>Traffic</td>
<td>4.038</td>
<td>3.668</td>
<td>-0.150%</td>
</tr>
<tr>
<td>PeopleOnStreet</td>
<td>3.729</td>
<td>3.553</td>
<td>-0.742%</td>
</tr>
<tr>
<td>ParkScene</td>
<td>4.452</td>
<td>4.237</td>
<td>-0.836%</td>
</tr>
<tr>
<td>Cactus</td>
<td>4.461</td>
<td>4.321</td>
<td>-0.122%</td>
</tr>
<tr>
<td>BQTerrace</td>
<td>4.726</td>
<td>4.597</td>
<td>-0.231%</td>
</tr>
<tr>
<td>BasketballDrive</td>
<td>4.098</td>
<td>4.096</td>
<td>-0.093%</td>
</tr>
<tr>
<td>RaceHorses</td>
<td>4.357</td>
<td>4.160</td>
<td>-0.524%</td>
</tr>
<tr>
<td>BQMall</td>
<td>4.284</td>
<td>4.112</td>
<td>-0.406%</td>
</tr>
<tr>
<td>PartyScene</td>
<td>5.433</td>
<td>5.263</td>
<td>-3.134%</td>
</tr>
<tr>
<td>BasketballDrill</td>
<td>4.157</td>
<td>4.023</td>
<td>-3.235%</td>
</tr>
<tr>
<td>RaceHorses</td>
<td>4.635</td>
<td>4.529</td>
<td>-3.561%</td>
</tr>
<tr>
<td>BQSquare</td>
<td>5.490</td>
<td>5.344</td>
<td>-2.651%</td>
</tr>
<tr>
<td>BlowingBubbles</td>
<td>5.512</td>
<td>5.321</td>
<td>-3.463%</td>
</tr>
<tr>
<td>BasketballPass</td>
<td>4.165</td>
<td>3.925</td>
<td>-5.778%</td>
</tr>
<tr>
<td>Overall Improvement</td>
<td>-5.146%</td>
<td>-0.851%</td>
<td></td>
</tr>
</tbody>
</table>

respectively. The Adam Optimizer [18] was employed with a batch size of 500 input patches. Each model was trained during 20 epochs and the same 90% – 10% ratio was used to split the data into training—validation data.

Table II shows the results for lossless HEVC [2] under All-Intra profile, denoted here HEVC, AP-CNN [14], and Hybrid Method [15], for 15 videos from the Common-Test dataset [23], having one of the following frame resolutions: 416×240, 832×480, 1920×1080, 2560×1600. The bitrate improvement, ΔBR, of a method compared to HEVC [2] is computed as ΔB R = B RHEVC - 1. Table II shows that Hybrid Method [15] achieves around 5.1% improvement compared to HEVC.

Fig. 6 shows the pseudo-colored images generated for the pair of Hybrid Method [15] and HEVC [2] codecs. The large areas colored in green prove that DL-based methods are able to improve intra-prediction for a large number of prediction blocks, leading to notable coding gains compared to HEVC.

IV. Conclusions

The proposed study analyzes the performance of DL-based intra-prediction methods for lossless coding applications. The results demonstrate a systematic and substantial improvement of the lossless coding performance compared to conventional lossless coding methods. These results demonstrate that traditional methods can be successfully replaced by efficient DL-based methods for intra-prediction. Based on the outstanding performance gap achieved by the hybrid coding solutions compared to the traditional methods, we conclude that opting for DL-based intra coding methods is advisable in future lossless image and video coding standards.
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