DNN-Based Frequency Component Prediction for Frequency-Domain Audio Source Separation
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Abstract—Multichannel audio source separation (MASS) plays an important role in various audio applications. Frequency-domain MASS algorithms such as multichannel nonnegative matrix factorization achieve better separation quality. However, they require a considerable computational cost for estimating the frequency-wise separation filter. To solve this problem, we propose a new framework combining the MASS algorithms and a simple deep neural network (DNN). In the proposed framework, frequency-domain MASS is performed only in narrowband frequency bins. Then, DNN predicts the separated source components in other frequency bins where both the observed mixture of all frequency bins and the separated narrowband source components are used as DNN inputs. Our experimental results show the validity of the proposed MASS framework in terms of computational efficiency.
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I. INTRODUCTION

Audio source separation (ASS) is a technique to estimate specific audio sources from an observed mixture signal and is a critical preprocessing for machine listening (audio understanding by machine), which finds applications in various fields. In particular, multichannel ASS (MASS) has recently attracted attention because typical audio devices (e.g., smart speakers) have a microphone array. One of the popular MASS algorithms is multichannel nonnegative matrix factorization (multichannel NMF: MNMF) [1], [2]. MNMF estimates both a spatial model (acoustic paths from sources to microphones) as a source-frequency-wise spatial covariance matrix (SCM) [3] and a source model as a low-rank time-frequency structure of each source by NMF [4], [5]. Then, the separation filter in each frequency bin is calculated using the estimated spatial and source models, resulting in frequency-domain MASS. Although MNMF separates sources well without any prior information or training, it requires a huge computational cost for estimating the parameters.

Deep neural networks (DNNs) have also been principally used for solving various tasks, and DNN-based single-channel ASS has been widely investigated [6]–[8]. Although DNN-based MASS [9]–[12] has the potential to achieve high-quality separation, it is still challenging to implement them into a consumer product because of their large-scale network architectures.
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In this paper, we propose a new, simple, and efficient MASS framework employing both conventional frequency-domain MASS and DNN-based frequency component prediction. The framework consists of two steps: (a) applying frequency-domain MASS to narrowband (limited number of) frequency bins and (b) predicting the source components in other frequency bins using a small-scale simple DNN to construct fullband estimated sources. These processes are illustrated in Fig. 1. Since the number of frequency bins can be reduced in the MASS step, the total computational cost is reduced if the DNN prediction step is efficient, which can be achieved by using edge-computing devices. In this paper, we only treat MNMF [2] as an example of popular MASS, but any frequency-domain ASS algorithm (e.g., [13]–[15]) is applicable in the proposed framework.

II. FREQUENCY-DOMAIN MASS

A. Formulation

Let $N$ and $M$ be the numbers of sources and microphones. The observed multichannel source and mixture signals obtained by the short-time Fourier transform (STFT) are defined as follows:

$$ s_{ijn} = (s_{ijn1}, \cdots, s_{ijnm}, \cdots, s_{ijnM})^T \in \mathbb{C}^N, \quad (1) $$

$$ x_{ij} = (x_{ij1}, \cdots, x_{ijm}, \cdots, x_{ijN})^T \in \mathbb{C}^M, \quad (2) $$

Fig. 1. Frameworks of (a) conventional and (b) proposed MASS. In proposed framework, frequency-domain MASS is applied to only limited number of frequency bins and other frequency components are predicted by DNN.
where \( i = 1, 2, \ldots, I \), \( j = 1, 2, \ldots, J \), \( n = 1, 2, \ldots, N \), and \( m = 1, 2, \ldots, M \) are the indices of frequency bins, time frames, sources, and microphones, respectively. We also define the notations of the spectrogram matrix for (1) and (2) as \( S_{nm} \in \mathbb{C}^{I \times J} \) and \( X_{m} \in \mathbb{C}^{I \times J} \), respectively. The multichannel source signal \( s_{ijn} \) is often called source image. The observed multichannel mixture signal is assumed to be the sum of source images as \( x_{ij} = \sum_{n} s_{ijn} \).

**B. State-of-the-Art MASS: MNMF**

In MNMF [2], the following generative model is assumed for the source image:

\[
\begin{align*}
    s_{ijn} & \sim \mathcal{N}(0, \sigma_{ijn} H_{in}), \\
    \sigma_{ijn} & = \sum_{k} z_{kn} t_{ik} v_{kj},
\end{align*}
\]

where \( \mathcal{N}(0, \sigma_{ijn} H_{in}) \) is a zero-mean multivariate Gaussian distribution with the covariance matrix \( \sigma_{ijn} H_{in} \). Also, \( t_{ik} \geq 0 \) and \( v_{kj} \geq 0 \) are the NMF parameters (basis and activation), \( k = 1, 2, \ldots, K \) is the index of NMF bases, and \( z_{kn} \in \mathbb{R}_{[0,1]} \) is a partitioning parameter that clusters \( K \) bases into \( N \) sources. The parameter \( \sigma_{ijn} \) is called source model that corresponds to the expectation of the power spectrogram of each source. The time-invariant matrix \( H_{in} \in \mathbb{R}^{M \times M} \) is called spatial model or SCM that encodes acoustic paths from the source to all microphones and their spatial spreads.

The parameters \( \sigma_{ijn} \) and \( H_{in} \) are optimized on the basis of maximum likelihood estimation. In particular, the update calculation of SCM \( H_{in} \) requires a huge computational cost because it includes matrix inversions of size \( M \) matrices in each time-frequency slot as follows:

\[
\begin{align*}
    H_{in} & \leftarrow R_{1/2}^{(1/2)} \left( R_{1/2}^{(1/2)} A_{in} R_{1/2}^{(1/2)} \right)^{1/2} R_{1/2}^{-1}, \\
    R_{in} & = \sum_{j,k} z_{kn} t_{ik} v_{kj} D_{ij}^{-1}, \\
    D_{ij} & = \sum_{n} \sigma_{ijn} H_{in}, \\
    A_{in} & = H_{in} \left( \sum_{j,k} z_{kn} t_{ik} v_{kj} D_{ij}^{-1} x_{ij} x_{ij}^{H} D_{ij}^{-1} \right) H_{in}.
\end{align*}
\]

The separated source image \( \hat{s}_{ijn} \) is obtained using a multichannel Wiener filter with the estimated parameters \( \sigma_{ijn} \) and \( H_{in} \) as

\[
\hat{s}_{ijn} = (\sigma_{ijn} H_{in}) D_{ij}^{-1} x_{ij}.
\]

**III. PROPOSED FRAMEWORK**

**A. Motivation and Strategy**

Although existing frequency-domain MASS methods, including MNMF, can accurately separate the sources, it remains difficult to implement them for a consumer product because of their algorithmic complexity. A large-scale DNN is also not suitable for edge computing on a memory-limited small device such as a smart speaker.

To solve this problem, we propose a new framework combining frequency-domain MASS and frequency component prediction using a small-scale simple DNN. In this framework, as shown in Fig. 1, MASS is applied to only a limited number of frequency bins (low-frequency band in Fig. 1). Then, the separated source components of other frequency bins (high-frequency band in Fig. 1) are predicted using DNN, where the input data of DNN are both (a) the narrowband separated source components and (b) the other frequency components of the mixture signal. Since we utilize only (a) but also (b) in the DNN-prediction step, the source components can be predicted with high accuracy even if we use a small-scale simple DNN architecture, which may be implementable into a typical consumer product.

For the sake of simplicity, this paper only treats a two-source mixture case (\( N = 2 \)). However, the proposed framework can be applied to mixtures of more than two sources by simply extending the DNN model described below. Also, we only consider to divide spectrograms into low- and high-frequency bands, and MASS is applied to only the low-frequency band as shown in Fig. 1. Note that any frequency bins can be selected as the input in the frequency-limited MASS step.

**B. DNN Input**

Let \( Y_{1} \in \mathbb{R}_{\geq 0}^{I \times J} \) and \( Y_{2} \in \mathbb{R}_{\geq 0}^{I \times J} \) be the amplitude spectrograms of two source signals, and let \( M \in \mathbb{R}_{\geq 0}^{I \times J} \) be the amplitude spectrogram of their mixture signal. Since we have the multichannel source and observation signals, the monaural amplitude spectrograms \( Y_{1}, Y_{2}, \) and \( M \) are defined using a reference microphone, e.g., \( Y_{1} = \text{abs}(S_{11}) \), \( Y_{2} = \text{abs}(S_{21}) \), and \( M = \text{abs}(X_{1}) \), where \( \text{abs}() \) returns a matrix with the element-wise absolute value of the input matrix. In addition, let \( i = I' \) be a boundary frequency bin. As shown in Fig. 2, the spectrogram \( Y_{n} \) is divided into the low- and high-frequency bands as \( Y_{n}^{(L)} \in \mathbb{R}_{\geq 0}^{I' \times J} \) and \( Y_{n}^{(H)} \in \mathbb{R}_{\geq 0}^{(I'-I') \times J} \), respectively. Similarly, the narrowband spectrograms of \( M \) are defined as \( M^{(L)} \in \mathbb{R}_{\geq 0}^{I' \times J} \) and \( M^{(H)} \in \mathbb{R}_{\geq 0}^{(I'-I') \times J} \).

The DNN model predicts the high-frequency narrowband source components, which are not separated in the MASS step, from the low-frequency narrowband separated sources, \( Y_{1}^{(L)} \)
Fig. 3. DNN architecture.

and \( Y_2^{(L)} \), and the high-frequency narrowband mixture \( M^{(H)} \).
More precisely, the DNN outputs two soft masks that enhance \( Y_1^{(H)} \) and \( Y_2^{(H)} \) from \( M^{(H)} \).

The input vector of the DNN model is shown in Fig. 2. The high-frequency mixture and the low-frequency source vectors at a time frame \( j \) are defined as

\[
\mathbf{m}_j^{(H)} = \left( m_{1j}^{(H)}, m_{2j}^{(H)}, \ldots, m_{(I-1)j}^{(H)} \right)^T \in \mathbb{R}_{\geq 0}^{I-1},
\]

\[
\mathbf{y}_n^{(L)} = \left( y_{n1j}, y_{n2j}, \ldots, y_{n(I-1)j} \right)^T \in \mathbb{R}_{\geq 0}^{I-1},
\]

where \( m_{ij}^{(H)} \) and \( y_{nj}^{(L)} \) are the \( ij \) elements of \( M^{(H)} \) and \( Y_n^{(L)} \), respectively. When the DNN predicts the high-frequency source components at time frame \( j \), the components around \( j \) are also important. Thus, we concatenate the neighboring time frames\(^1\) of (10) and (11) to define the input vector for DNN as follows:

\[
\mathbf{m}_j^{(H)} = \left( m_{j-2c}^{(H)}, \ldots, m_j^{(H)}, \ldots, m_{j+2c}^{(H)} \right)^T,
\]

\[
\mathbf{y}_n^{(L)} = \left( y_{nj-2c}, \ldots, y_{nj}, \ldots, y_{nj+2c} \right)^T,
\]

\[
\mathbf{b}_j = \left( \mathbf{m}_j^{(H)T}, \mathbf{y}_n^{(L)T}, \mathbf{y}_n^{(L)T} \right) \in \mathbb{R}_{\geq 0}^{(2C+1)(I+1)},
\]

where \( c = 1, \ldots, C \) is the index of neighboring time frames. The vector \( \mathbf{b}_j \) is normalized to make the DNN training stable, where the normalization coefficient is provided so that the volume can still be exploited as

\[
d_j = \left( \frac{1}{\| \mathbf{b}_j^T \|_2}, \frac{1}{\| \mathbf{b}_j \|_2} \right)^T \in \mathbb{R}_{\geq 0}^{(2C+1)(I+1)+1},
\]

where \( \| \cdot \|_2 \) denotes the \( L_2 \) norm. The input vector for the proposed DNN model is (15).

C. DNN Output and Model Training

Fig. 3 shows the architecture of DNN. The network is fully connected and has four hidden layers, where all the hidden layers have the same number of units (dimensions) as in the output layer. Swish [16] is used as an activation function of all the hidden layers. For the output layer, the frequency-wise softmax function is applied because the sum of the soft masks of all the sources must be one in each frequency bin.

\(^1\)The reason we skip a time frame as \( j-2, j, j+2 \) is that adjacent time frames include redundant information by half shifting in the STFT.

Let \( \mathbf{W}_n \in \mathbb{R}^{(I-I')xJ} \) be the soft mask that enhances the high-frequency narrowband \( n \)th source components as

\[
Y_n^{(H)} \approx \mathbf{W}_n \odot M^{(H)},
\]

where \( \odot \) denotes the element-wise product. The output vector of DNN, \( \mathbf{\tilde{w}}_j \), is a concatenation of column vectors of the soft mask matrices \( \mathbf{W}_1 \) and \( \mathbf{W}_2 \) at the time frame \( j \) as follows:

\[
\mathbf{\tilde{w}}_j = \left( \mathbf{w}_{1j}^T, \mathbf{w}_{2j}^T \right)^T \in \mathbb{R}^{2(I-I')},
\]

\[
\mathbf{w}_{nj} = \left( w_{nj1j}, w_{nj2j}, \ldots, w_{nj(I-1)j} \right)^T \in \mathbb{R}^{I-I'},
\]

where \( w_{nj} \) is the element of \( \mathbf{W}_n \) and \( \sum_{nj} w_{nj} = 1 \) is ensured for all \( i \) and \( j \) by the softmax function of the output layer. The label (ground truth) vector of the high-frequency source components is obtained as

\[
\mathbf{\tilde{y}}_j = \left( \mathbf{y}_{1j}^T, \mathbf{y}_{2j}^T \right)^T \in \mathbb{R}^{2(I-I')},
\]

\[
\mathbf{y}_{nj} = \left( y_{nj1j}, y_{nj2j}, \ldots, y_{nj(I-1)j} \right)^T \in \mathbb{R}^{I-I'},
\]

where \( y_{nj} \) is the element of \( Y_n^{(H)} \). Thus, the DNN model is trained so that the following mean squared error (MSE) is minimized:

\[
\text{MSE}(\mathbf{\tilde{y}}_j, \mathbf{\tilde{w}}_j \odot \mathbf{\hat{m}}_j) = \frac{1}{2(I-I')} \| \mathbf{\tilde{y}}_j - \mathbf{\tilde{w}}_j \odot \mathbf{\hat{m}}_j \|_2^2,
\]

\[
\mathbf{\hat{m}}_j = \left( \mathbf{m}_j^{(H)T}, \mathbf{m}_j^{(H)T} \right) \in \mathbb{R}^{2(I-I')},
\]

D. Reconstruction of Separated Time-Domain Signals

In the test stage, the low-frequency narrowband separated sources, \( Y_1^{(L)} \) and \( Y_2^{(L)} \), and the high-frequency narrowband mixture \( M^{(H)} \) are input to the pretrained DNN model, and the framewise soft mask \( \mathbf{\hat{w}}_j \) is predicted. The estimated high-frequency components are obtained by (16). Thus, the estimated amplitude spectrogram \( Y_n \) can be obtained by concatenating \( Y_1^{(L)} \) and \( Y_2^{(L)} \).

To reconstruct the time-domain signal of \( Y_n \), phase information of \( Y_n^{(H)} \) must be recovered. In the proposed method, we simply copy the phase spectrogram of the mixture \( M^{(H)} \) to both \( Y_1^{(H)} \) and \( Y_2^{(H)} \), and the inverse STFT is applied to each complex-valued spectrogram.

IV. EXPERIMENTS

To confirm the validity of the proposed framework, we conducted two experiments: (a) comparison of net prediction ability of frequency components based on DNNs and (b) MASS experiment using a music mixture of drums (Dr.) and vocals (Vo.).

A. Comparison of Net Prediction Ability

1) Conditions: In this experiment, the validity of the proposed DNN model was confirmed by comparing net prediction ability of frequency components based on DNNs, namely, we evaluated how much the prediction was improved by adding the narrowband mixture \( M^{(H)} \) to the DNN input. We trained two DNN models: DNN w/o mixture and DNN w/ mixture.
DNN w/o mixture can be interpreted as a simple bandwidth expansion based on DNN [17], [18] because this model predicts the high-frequency narrowband source \( p^{(H)}(t) \in \mathbb{R}^{I' \times J} \) from only the low-frequency narrowband source \( p^{(L)}(t) \in \mathbb{R}^{I \times J} \), where \( p^{(H)} \) and \( p^{(L)} \) are the amplitude spectrograms of a source signal. The input and label vectors of DNN w/o mixture, \( q_j \) and \( p^{(H)}_j \), are respectively defined as

\[
q_j = \left( 1 \left\| p_j^{(L)} \right\|_2^T \left\| p_j^{(H)} \right\|_2 \right)^T \in \mathbb{R}^{2(C+1)I' + 1},
\]

\[
p^{(L)}_j = \begin{pmatrix} p^{(L)}_{j-2c} & \cdots & p^{(L)}_j & \cdots & p^{(L)}_{j+2c} \end{pmatrix}^T \in \mathbb{R}^{I'},
\]

\[
p^{(H)}_j = \begin{pmatrix} p^{(H)}_{j-1} & p^{(H)}_{j} & \cdots & p^{(H)}_{j+1} \end{pmatrix}^T \in \mathbb{R}^{I'-1},
\]

where \( p^{(L)}_j \) and \( p^{(H)}_j \) are the elements of \( p^{(L)} \) and \( p^{(H)} \), respectively. Phase information of \( p^{(H)} \) was recovered by applying the GriffinLim algorithm [19]. Since DNN w/o mixture does not require multiple sources as the input, the training was carried out using one source, resulting in a source-dependent bandwidth expansion model. Thus, two DNNs w/o mixture for Dr. and Vo. were prepared. DNN w/ mixture is the proposed DNN model explained in Sect. III, which requires \( Y^{(L)}_1, Y^{(L)}_2 \), and \( M^{(H)} \) as the input and predicts the soft masks for obtaining \( Y^{(H)}_1 \) and \( Y^{(H)}_2 \). In this experiment, \( Y^{(L)}_1 \) and \( Y^{(L)}_2 \) in DNN w/ mixture were set to completely separated source components. This condition simulates the situation that the MASS step in the proposed framework ideally separates the sources in each frequency bin.

The DNN models were trained with Dr. and Vo. of 100 songs obtained from the SiSEC2016 [20] MUS dataset. The hamming window length and its shift length in STFT were set to 128 ms and 64 ms, respectively, where \( I = 1025 \) (8 kHz). The input and label vectors \( q_j \) and \( p^{(H)}_j \) for DNN w/o mixture and \( d_j \) and \( y_j \) for DNN w/ mixture were produced as the training pairs, where the mixture \( M \) is the sum of the two dry sources in the time domain. The boundary frequency bin was set to \( I' = 512 \) (4 kHz), and the four neighboring time frames were input \((C = 2)\). We used Adam [21] to optimize the DNN model, and its hyperparameters were \( \varepsilon = 1.0 \times 10^{-8}, \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \eta = 0.001 \). The minibatch size was 128, and the number of epochs was 1000.

As the test sources of Dr. and Vo., we used four songs shown in Table I from the SiSEC2011 [23] dataset. We evaluated sources-to-artifacts ratio (SAR) [24] of the reconstructed fullband source signals, where SAR shows the absence of artificial distortion.

2) Results: Table II shows SARs of the fullband source signals predicted by each DNN model. Although DNN w/o mixture is a source-dependent bandwidth expansion model, the proposed DNN model outperforms DNN w/o mixture owing to the utilization of the high-frequency narrowband mixture. This fact shows the validity of the proposed DNN model. The efficiency of the proposed MASS framework combining MNMF and DNN w/ mixture is evaluated in the next subsection.

### TABLE I

**SONG NAMES OF DRY SOURCE IN TEST DATASET**

<table>
<thead>
<tr>
<th>Song ID</th>
<th>Song name</th>
<th>Signal length [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>dev1_brain-in-rain</td>
<td>14.0</td>
</tr>
<tr>
<td>2</td>
<td>dev2_another_dreamer-the_ones_we_love</td>
<td>14.0</td>
</tr>
<tr>
<td>3</td>
<td>dev2_fort_minor-remember_the_name</td>
<td>24.0</td>
</tr>
<tr>
<td>4</td>
<td>dev2_ultimate_nz_film</td>
<td>18.0</td>
</tr>
</tbody>
</table>

### TABLE II

**SARs of PREDICTED FULLBAND SOURCE SIGNAL**

<table>
<thead>
<tr>
<th>Song ID</th>
<th>DNN w/o mixture</th>
<th>DNN w/ mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dr.: 21.1 dB</td>
<td>Dr.: 20.0 dB</td>
</tr>
<tr>
<td>2</td>
<td>Vo.: 21.8 dB</td>
<td>Vo.: 21.8 dB</td>
</tr>
<tr>
<td>3</td>
<td>Dr.: 15.0 dB</td>
<td>Dr.: 20.4 dB</td>
</tr>
<tr>
<td>4</td>
<td>Vo.: 11.2 dB</td>
<td>Vo.: 18.5 dB</td>
</tr>
</tbody>
</table>

B. MASS Experiment Using Music Mixture

1) Conditions: In this experiment, we produced a mixture of Dr. and Vo. observed by two microphones \((N = M = 2)\), where RWCP [22] E2A impulse responses shown in Fig. 4 were convoluted to each dry source. As the dry sources of Dr. and Vo., we used the same sources as shown in Table I. In the MASS step, we used MNMF with 13 NMF bases \((K = 13)\), which gave better separation results in this experiment. The initial SCMs were set to identity matrices, and all the other parameters were initialized with random values. As the measure of source separation performance, we used source-to-distortion ratio (SDR) [24], which shows both the degree of separation and the quality of the separated source. The calculations in MNMF were carried out on an AMD Ryzen 7 2700X CPU. The DNN prediction was calculated on an NVIDIA GeForce RTX2080Ti GPU.

2) Results: Fig. 5 shows the averaged SDRs of MNMF with a fullband mixture (fullband MNMF) and MNMF with a narrowband mixture followed by the DNN prediction (proposed method). The horizontal axis indicates the average elapsed time of each method, while the results of the proposed method include the calculation time for the DNN prediction, which is less than 0.1 s. Since the elapsed time depends on the number of iterations of the MNMF parameter update (denoted as \( L \)), we performed the proposed method using various numbers of iterations in MNMF, that is, \( L = 10, 20, \ldots \). Thus, each plot of the proposed method in Fig. 5 shows the result for each of the \( L \) conditions. Fullband MNMF was also performed more than \( L = 300 \) iterations, and the SDR behaviors are also shown in Fig. 5. In addition, MNMF was performed 10 times with different pseudorandom seeds in both fullband MNMF and the proposed method, and the average SDRs are shown in Fig. 5. From these results, we can confirm that the proposed method can reduce the computational cost by almost half compared with fullband MNMF. For example, in Fig. 5 (d),
the proposed method achieves 13 dB in less than 50 s, whereas fullband MNMF converged to 13 dB in 120 s. This is because the number of frequency bins in MNMF is reduced from \( I = 1025 \) to \( I' = 512 \). Also, at the converged point, the proposed method outperforms fullband MNMF in Fig. 5 (a), (b) and (d). This performance of the proposed method was obtained owing to the accurate estimation of the soft masks based on the training with 100 songs.

V. CONCLUSION

In this paper, we presented a new computationally efficient source separation framework combining an existing ASS technique and a simple-DNN-based frequency component prediction framework. The proposed framework can reduce the computational cost by decimating frequency bins for audio source separation and predicting the source components in the decimated frequency bins. From the experimental results, the validity of the proposed framework was confirmed by achieving faster ASS than by using the conventional fullband ASS algorithm. The proposed framework can easily be extended to various situations, e.g., ASS is applied once in every few frequency bins or is applied to only the valid frequency bins that are effective for source separation.
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