Comparison of Convolution Types in CNN-based Feature Extraction for Sound Source Localization
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Abstract—This paper presents an overview of several approaches to convolutional feature extraction in the context of deep neural network (DNN) based sound source localization. Different ways of processing multichannel audio data in the time-frequency domain using convolutional neural networks (CNNs) are described and tested with the aim to provide a comparative study of their performance. In most considered approaches, models are trained with phase and magnitude components of the Short-Time Fourier Transform (STFT). In addition to state-of-the-art 2D convolutional layers, we investigate several solutions for the processing of 3D matrices containing multichannel complex representation of the microphone signals. The first two proposed approaches are the 3D convolutions and depthwise separable convolutions in which two types of filters are used to exploit information within and between the channels. Note that this paper presents the first application of depthwise separable convolutions in a task of sound source localization. The third approach is based on complex-valued neural networks which allows for performing convolutions directly on complex signal representations. Experiments are conducted using two synthetic datasets containing noise and speech signals recorded using a tetrahedral microphone array. The paper presents the results obtained using all investigated model types and discusses the resulting accuracy and computational complexity in DNN-based source localization.

Index Terms—sound source localization, sound feature extraction, convolutional neural networks, complex convolutions, depthwise convolutions

I. INTRODUCTION

Sound Source Localization (SSL) constitutes an important element of a wide variety of applications including speech recognition and separation [1, 2], audio-driven robots [3], surveillance systems [4], and teleconferencing [5]. Recent research shows that combining localization with Sound Event Detection (SED) can produce benefits in terms of both accuracy and system complexity [6–8]. In many of the aforementioned applications, estimation of a sound object’s position typically concerns the task of the direction-of-arrival (DOA) estimation. Many classical DOA estimation methods have been established over the years including generalized cross-correlation with phase transform (GCC-PHAT) [9], Steered Response Power (SRP) [10], and subspace-based approaches such as MUSIC [11] and ESPRIT [12].

More recently, research on DOA estimation has switched to machine learning with the hope to overcome some of the limitations of classical model-based methods. To this end, supervised learning, which in contrast to deterministic algorithms enables adaptation of the models to various acoustic conditions and increases their robustness against noise and reverberation provided sufficient data is available for training. Early solutions are based on simple models such as Gaussian Mixture Models (GMM) [13], support vector machines (SVM) [14], and kernel estimators [15]. Current research focuses mainly on Deep Neural Network (DNN) based solutions [16–18], as they can utilize more general signal representations through encapsulating feature extraction into the training process. In DNN-based localization, feature extraction is most commonly performed using Convolutional Neural Networks (CNN) [6, 7, 17] with phase and magnitude of the STFT representation treated as independent channels.

In this paper, we aim to compare different types of deep convolutional layers in the context of extracting features from complex representation of the microphone signals in the Short-Time Fourier Transform (STFT) domain. In addition to commonly used two-dimensional (2D) CNNs applied independently to phase [17] or both magnitude and phase components [7], we explore several solutions that jointly exploit the time-frequency and inter-channel relations. The investigated techniques include (i) three-dimensional (3D) convolutions, (ii) depthwise separable convolutions as a novel way of processing multichannel audio data with reduced model complexity (i.e. significantly lower number of network parameters). (iii) We utilize complex CNNs which operate directly on the complex signal spectrum in the STFT domain. Comparative experiments are performed using two synthetic datasets in which a single sound source, either white Gaussian noise or speech, is localized from recordings of a tetrahedral microphone array.

II. COMMON BASIC NETWORK ARCHITECTURE

In order to facilitate a proper comparison of different realizations of convolution, we use the same DNN architecture for all considered approaches. As a baseline model, the DNN architecture from [19] is adopted as it has been shown to provide good localization results for both real and synthetic...
A. State-of-the-art 2D convolutions

In DNN-based audio signal processing, a common approach is to represent the complex spectrum of a single audio signal as a phase-spectrogram (PS) and a magnitude-spectrogram (MS), i.e., by representing the complex spectrum using phase and magnitude treated as independent channels. The advantage of such an approach is that both channels contain real numbers and thus standard 2D convolutions can be applied. Commonly used 2D CNN layers perform convolution by processing each channel separately and summing the results over all channels for each filter. This is a simple and efficient method to model time-frequency dependencies; however, it may lack important information about inter-channel relations. In the following, we describe three alternative types of convolution that can be applied to multichannel audio data for DOA estimation.

B. Complex convolutions

In deep learning, PS and MS are commonly used to represent complex-valued signals. Although spectro-temporal information is exploited in this approach, the disadvantage is that the number of feature channels is doubled and the magnitude and phase information is mixed already after the first CNN layer.

To this end, we directly use complex representation of the microphone signals with the aim to inherently exploit the entire information about the magnitude and phase contained in complex signal spectra. By allowing the network to self-exploit the relations between the complex spectra, rather than feeding the network with phase and magnitude extracted from the microphone signals, we expect to capture spatial information even more accurately. In this work, we follow the complex convolution processing proposed in [20], which is given by:

$$\begin{align*}
\Re(H \ast X) &= \Re(H) - \Im(H) \ast \Re(X), \\
\Im(H \ast X) &= \Re(H) - \Im(H) \ast \Im(X),
\end{align*}$$

(1)

where $\Re(\cdot)$ and $\Im(\cdot)$ denote the real and imaginary components of a matrix, $i = \sqrt{-1}$, and $X = \Re(X) + i \Im(X)$ denotes the complex spectrogram which is convolved with a 3x3 kernel $H = \Re(H) + i \Im(H)$ containing complex filter weights. The features are normalized after each layer using Complex Batch Normalization, as described in [20]. Furthermore, we use the CReLU activation function given by

$$CReLU(z) = ReLU(\Re(z)) + ReLU(\Im(z))$$

(2)

to handle complex numbers $z = \Re(z) + i \Im(z)$, which has been shown in [20] to give the best results amongst compared variants. MaxPooling is applied to the real and imaginary components separately.

C. Depthwise separable convolutions

Another interesting approach is to use the so-called depthwise separable (DS) convolutional neural networks which split the convolution process into two parts [21]. As depicted in Fig. 2, the first step consists in applying a single 3x3 depthwise convolution matrix to each channel separately, keeping the channel dimension unchanged. Note that this is analogous to

III. INVESTIGATED CONVOLUTION TYPES

In this section, we provide an overview of the state-of-the-art 2D convolution techniques, and present three types of convolutions for complex spectra of the microphone signals.

---

**Fig. 1.** Baseline model architecture A) using B-LSTM layers, B) without recurrent layers

- **A** Feature input matrix
  - Convolutional, 64 filters
  - 1x8 Max-pooling
  - B-LSTM, 64 units
  - Feature input matrix
  - Convolutional, 64 filters
  - 1x8 Max-pooling
  - FC, 128 neurons
  - FC, 3 neurons
  - SSL

- **B** Feature input matrix
  - Convolutional, 64 filters
  - 1x8 Max-pooling
  - B-LSTM, 64 units
  - Feature input matrix
  - Convolutional, 64 filters
  - 1x8 Max-pooling
  - FC, 128 neurons
  - FC, 3 neurons
  - SSL
In this work, we propose three ways to do that: capture inter- and intra-channel dependencies simultaneously. The input matrix allows the network to learn features that extract characteristics of each audio channel. Since the feature channel dimension is reduced to 2, a kernel of size $2 \times 3 \times 3$ is used.

### IV. PERFORMED EXPERIMENTS

#### A. Datasets

Experiments are performed using two synthetic datasets with the source signals being random white Gaussian noise in the first, and speech in the second. Both consist of 4 splits which are used for fold-wise cross-validation. Each split consists of 400 recordings. The noise dataset is created using 3 different 10 seconds long random noise signals, whilst the speech data consists of 5 male and 5 female speech signals, each of 3 second duration. Speech signals are from the TIMIT Acoustic-Phonic Continuous Speech Corpus [22]. The room impulse responses are simulated using the image source method [23]. The input audio data is synthesized by convolving the recordings of individual sources with multichannel spatial room impulse responses of 3 shoebox rooms with reverberation times of 0.35, 0.6 and 0.85 s for a tetrahedral microphone array of four cardioid microphones, so that both inter-channel time and magnitude differences encode directional information. Both datasets are created by using randomly picked source signals, randomly selected rooms and randomly selected source positions at a fixed distance of 2 m from the array.

Experiments are performed using the Keras [24] and Theano [25] libraries; the code is based upon the baseline system provided by the DCASE2019 task 3 organizers [7].

#### B. Description of experiments and evaluation measures

The following experiments are performed:

- **Experiment 1**: In this experiment, we compare the localization performance using the DNN with and without the recursive layers. We compare standard 2D CNNs, DSCNNs with a single TF output, complex CNNs, and 3D-4. The better performing structure (with RNNs as will be shown in Sec. 5) is then selected for further analysis.

- **Experiment 2**: In this experiment, we investigate all types of considered convolutions in a common network structure shown in Fig. 1 using the noise-source dataset. In addition to convolutions studied in the first experiment, we add 3D-1 and 3D-2. Furthermore, we verify the performance of DSCNNs for 2 and 4 time-frequency outputs instead of just one.

- **Experiment 3**: In this experiment, we repeat experiment 2 but this time speech is used instead of the noise signals.
Models are evaluated using the DOA error measure [18]. For a signal of length N frames, the DOA error is defined as

$$E_{\text{DOA}} = \frac{1}{\sum_{n=0}^{N-1} D^n_E} \sum_{n=0}^{N-1} \mathcal{H}(DOA^n_R, DOA^n_E),$$

(3)

where $D^n_E$ denotes the number of all estimated DOAs in the n-th frame with $n = 0, 1, \ldots, N-1$, $\mathcal{H}(\cdot)$ denotes the Hungarian algorithm which solves the problem of matching the reference DOAs with the estimated DOAs. This is achieved by using a Cartesian distance between the respective direction vectors according to

$$\sigma = \frac{360°}{\pi} \sin^{-1}\left(\frac{\sqrt{(x_E - x_R)^2 + (y_E - y_R)^2 + (z_E - z_R)^2}}{2}\right),$$

(4)

where $x, y, z$ denote the coordinates of the DOA vector, and subscripts $E$ and $R$ denote the estimated and reference DOA values. The final results presented in tables to follow are calculated over all folds [26].

Models are trained using Adam optimizer and mean square error (MSE) loss. We train the DNNs with noise signals for 300 epochs, with stopping criterion after 50 epochs of no improvement in both training loss and DOA error. For speech signals, we used 600 epochs with 100 epochs patience to offset the more challenging character of the dataset.

V. RESULTS AND EVALUATION

A. Experiment 1

Table I presents the results of Experiment 1 for 4 example CNN models (one from each convolution type), with and without the use of 2 recurrent layers in the network architecture. As can be clearly observed, an inclusion of bidirectional LSTMs into the network causes a significant increase in localization accuracy. The largest improvement is observed for depthwise separable CNNs with a drop of 9.96° in DOA error; for all methods the relative gain exceeds the value of 40%. Including RNNs results in a significant improvement of the localization performance for all considered methods, and hence the networks studied in Experiments 2 and 3 always contain the recursive layers.

B. Experiments 2 and 3

In this section, we compare the localization accuracy and computational complexity of the investigated models, where complexity is defined as the number of trainable network parameters. Table II presents the results for the noise source for the standard 2D convolutions, complex convolutions, depthwise separable CNNs with 1, 2, 4 time-frequency filters, and three types of 3D convolutions as described in Sec. IIID. The results for the speech dataset for standard, complex, depthwise separable with 2, 4, 8 time-frequency filters and three types of 3D convolutions are depicted in Table III.

The first and most natural approach is to use complex networks that operate directly on complex spectra of the microphone signals. In comparison with standard 2D CNNs, their computational complexity is increased by 55% to process both real and imaginary parts. Unfortunately, complex convolutional CNNs achieve the worst results among all considered models for both speech and noise sources, which may be attributed to a large number of parameters as well as the fact that complex networks are still in an initial development phase, and hence e.g. the non-linear nature of MaxPooling is not tailored to the complex processing.

Apart from complex CNNs, 3D convolutions offer the most flexible and general processing of 3D data since filtering in the channel, time and frequency axis is performed concomitantly. Three-dimensional kernels result in very high model complexity, with 3D-1 model reaching the top value of 857,763 parameters. On the other hand, it also brings about the most accurate localization results among all considered approaches, with DOA error equal to 9.39° and 10.29° for noise and speech signals respectively. Splitting 3D matrices into subchannels effectively lowers the complexity, e.g. 3D-4 has 2 times less parameters than 3D-1, however this comes at a cost of lowering the localization accuracy. In fact, 3D-4 offers comparable accuracy with standard 2D convolutions.
while it has a higher computational complexity.

Among considered approaches, the lowest complexity can be achieved using depthwise separable convolutions which put more emphasis on the inter-channel point-wise convolutions and reduce the number of parameters by splitting the process into two independent parts. The DS-1 with a single time-frequency filter is characterized by the least parameters, however, the DOA error is higher than for the standard 2D and 3D approaches. The depthwise separable network with 4 time-frequency filters (DS-4) seems to be the optimum choice since it offers complexity reduction in comparison with the standard 2D convolutions, whilst its performance can be considered comparable with the standard model, outperforming slightly the standard 2D CNNs for speech sources. Thus the depthwise separable convolutions seem to be the optimum choice to exploit inter-channel dependencies, which are critical in source localization task, while preserving low network complexity.

VI. CONCLUSIONS

In this paper, we present a comparative study of different types of convolutional layers in the context of sound source localization using convolutional recurrent neural networks. We evaluate the performance of the proposed 3D convolutions and depthwise separable convolutions with complex convolutional networks and standard 2D convolutions, in terms of the localization accuracy and model complexity. 3D CNNs are shown to achieve the highest accuracy at a high computational cost, whilst the depthwise separable convolutions offer a good balance between the accuracy and complexity of the model. As this is the first time when DSCNNs are used for the sound source localization task, they are a worthwhile proposition for further research in this field of study.
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