Related Inference: A Supervised Learning Approach to Detect Signal Variation in Genome Data
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Abstract—The human genome, composed of nucleotides, is represented by a long sequence of the letters A,C,G,T. Typically, organisms in the same species have similar genomes that differ by only a few sequences of varying lengths at varying positions. These differences can be observed in the form of regions where letters are inserted, deleted or inverted. These anomalies are known as structural variants (SVs) and are difficult to detect. The standard approach for identifying SVs involves comparing fragments of DNA from the genome of interest and comparing them to a reference genome. This process is usually complicated by errors produced in both the sequencing and mapping process which may result in an increase in false positive detections. In this work we propose two different approaches for reducing the number of false positives. We focus our attention on refining deletions detected by the popular SV tool delly. In particular, we consider the ability of simultaneously considering sequencing data from a parent and a child using a neural network and gradient boosting as a post-processing step. We compare the performance of each method on simulated and real parent-child data and show that including related individuals in training data greatly improves the ability to detect true SVs.
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I. INTRODUCTION

The genome, the complete DNA sequence, of an organism is a long sequence of nucleotides represented by the letters \{A,C,G,T\}. For mammals, the length of the genome is approximately 3 billion letters whereas for the single celled yeast \(S. \text{cerevisiae}\), the length is around 12 million letters. Structurally, DNA consists of two complementary strands. (As such, we use the term “base pair” (bp), “nucleotide” and “letter” interchangeably.) Most individuals within the same species have highly-similar genomes, and differences between the genome of two individuals in the same species are characterized by their lengths. Single-nucleotide variants (SNVs) correspond to a single letter difference. In addition, there are also short regions where multiple letters are inserted or deleted termed In/Dels \((\leq 50\text{ letters})\). Structural variants (SVs) are genomic regions \((> 50\text{bp})\) that vary between members of the same species. SVs may be insertions, deletions, inversions or more general and complex exchanges of DNA segments between regions of the genome [1], [2].

While DNA sequencing costs continue to decline, it is still cost prohibitive to determine the complete DNA sequence for humans. However, because we have a high-quality reference genome for humans and a variety of other species, genomic variants can detected by comparing samples of DNA sequence to the reference. It is far easier to assess the presence of single-letter differences (SNVs) than SVs. Indeed, such technology is readily available to the general public from companies like Ancestry [3] or 23andMe [4]. The dominant method of SV detection is to take samples (fragments) of DNA from an unknown genome and compare them to a high-quality reference. The resulting configuration of mapped fragments is analyzed, and structural differences between the unknown and reference genome should conform to arrangements of mappings that are discordant (with respect to order, length, orientation, etc) or regions of the reference with higher or lower than expected numbers of fragments [1]. For example, a fragment that has portions matching two distant regions of the reference genome, a split-alignment, indicates a potential SV. The problem of SV detection is complicated by errors in the sequencing and mapping process which can create observations that look like true SVs.

One approach to improve SV detection is to simply take more samples from the test genome to separate the true from false predictions, but this approach will result in an increase in cost. An alternative approach is to make better predictors which explicitly incorporate known biases and multiple signals from related individuals [5], [6]. We follow in this spirit; but rather than predefining the signals or features of interest, we use a deep-learning approach by building a feed-forward neural network. Machine-learning approaches are becoming more common in genomics and have been previously used for...
variant detection [7]–[10]. However, our work is distinguished from these methods by the fact that we consider the ability of simultaneously considering sequencing data from a parent and a child. Because the de novo formation rate of SVs is low, all but a very small minority of variants present in a child’s genome will have been inherited from the parent. We have previously used parent-child trios to improve SV detection but not in a deep-learning framework (see e.g., [11]).

In this work, we propose two different approaches for reducing the number of false positives SV predictions from a popular SV tool delly [5]. For simplicity, we focus on deletions (see Fig. 1 for the estimated size distribution of these variants in humans). We compare the performance of each method on both simulated and real parent-child sequencing data. Our results on both simulated and real data demonstrate that deep-learning and gradient boosting are powerful tools for SV detection but that including related individuals in the data set greatly boost the ability to recover true SVs.

II. METHOD

In this section we describe the two machine learning approaches implemented for SV detection. The first method uses a feed forward neural network of fully connected layers. While well established as the state of the art in the world of computer vision, neural networks are emerging as powerful tools for processing tabular data [12]–[14]. Unlike images, time series, or text datasets, tabular data consists of a columnar format where each column contains variable information for a given number of data points. The second method, XGBoost, has already been established as a workhorse for classification applications in the tabular data domain. XGBoost is an ensemble method that uses decision-trees in concert with gradient descent in order to improve performance. In the following section we describe the parameters as well as the preprocessing to the data for each method.

A. Neural Network

We begin with the general formulation of a feed forward deep neural network whose defining characteristic is the number of hidden layers. In order to describe the architecture implemented in this paper, we adopt the generalized formulation presented in [15]. Since our network consists of fully connected layers, the process can be described by the equation

\[ h_i = \phi(W_i^T h_{i-1} + b_i), \]

where \( h_{i-1} \in \mathbb{R}^m \) is the output of the previous layer and \( h_i \in \mathbb{R}^n \) is the output of the current layer with \( n \) being the number of neurons in the current layer and \( m \) being the number of neurons in the previous layer. The weight matrix \( W_i \in \mathbb{R}^{m \times n} \) consists of trainable parameters and \( b_i \in \mathbb{R}^n \) is the bias vector. Finally \( \phi \) describes the activation function which provides a non-linearity to the process. Each data pair can be described as \((X_j, y_j)\) for \( j = 1 \ldots q \), where \( q \) is the number of training points. The input \( X_j \in \mathbb{R}^{10} \) consists of the features provided by delly and the target \( y_j \in \mathbb{R} \) is the true binary label indicating the absence (0) or presence (1) of a structural variant. The architecture consists of one input layer \( h_0 = \phi(W_0^T X_j + b_0) \), five hidden layers \( h_1 \ldots h_5 \) and an output layer \( o = \phi(W_o^T h_4 + b_o) \). All hidden layers contain 120 neurons and use the ReLU activation function with the exception of the output layer which consists of two neurons and uses a log softmax activation function [16]. Before each layer we apply batch normalization to improve the performance and stability of our network [17].

Given the two possible classes (the presence or absence of an SV), the output of the neural network is a distribution of probabilities \( p_k \) with \( k = 1 \ldots K \) with \( K \) equal to the number classes (in this case \( K = 2 \)). We seek to minimize the Cross Entropy cost function

\[
J(\Theta) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{K} y_k^{(i)} \log(p_k^{(i)}) \tag{1}
\]
where \( y_i^{(i)} \) is the true probability of the \( k^{th} \) class, consisting of 0 or 1, and \( m \) is the number of training samples for a given batch [18]. We tuned hyperparameters with the Adam optimization algorithm to minimize (1) and selected batch size of 16 over 100 epochs. Before training and testing, the data is normalized so that all columns of the features have zero mean and unit variance.

\[ y_i = \sum_{k=1}^{K} f_k \in F \]  

where \( f_k \) is a tree structure and \( F \) is the space of all trees [20], [22]. Given the final score, we seek to minimize the cost function

\[ J(\Theta) = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k) \]  

where the first term \( l \) in (3) is a data fidelity term between the prediction \( \hat{y}_i \) and the target \( y_i \). The regularization term \( \Omega \) penalizes the model complexity to avoid overfitting. We refer the reader to [22] for the optimization routine for (3) which cannot be optimized using traditional optimization methods in Euclidean space.

Hyperparameter tuning is as essential to XGBoost as it is to the neural networks. We use grid search methods in order to perform parameter sweeps using \( k \) fold cross validation in order to find the optimal model parameters. The optimal hyperparameters for both models are shown in Table I. In either case the learning rate was set to 0.02 and a binary logistic objective function was used as a cost function. All parameters not listed in Table I were set to the default values. Both datasets were preprocessed using a min-max normalization.

### III. Numerical Experiments

#### A. Simulated Data

Using the first twelve chromosomes of the hg19 build of the human reference genome, we introduced 500 deletions using RSVsim [23]–[25]. We simulated corresponding reads with read lengths \( L = 75 \text{bp} \) and \( L = 150 \text{bp} \) using dwgsim and aligned reads with speedseq [26], [27]. We follow a similar approach to simulate 2 different individuals, one offspring derived from the mutated parent and one unrelated individual. Since the rate of \textit{de novo} variations is less than one per generation, the offspring only had 3 novel deletions not present in the parent [28], [29].

To obtain candidate genomic variant locations, we call deletions with delly [5]. We incorporated variant call format (vcf) files into our Python workflow using cyvcf2 to extract a total of 10 features corresponding to the delly deletion calls [30]. We summarize these in Table II. Since we know the truth signal for each individual, we apply our proposed methods to reduce the number of false positives predicted by delly. For both methods, we use the parent as the training data, and the offspring as the testing data.

#### B. Platinum Genomes Data

Following a similar framework as the simulated data, we apply our proposed methods to delly calls for individual NA12878 (child) and NA12891 (mother) from the CEU population [31]. Both individuals are from a 17-member pedigree, where the true genomic variants have been experimentally validated. We filter out deletions smaller than 50bp from the truth set. From the catalogued true variations, we create the truth signal \( \hat{y} \) corresponding to the delly predictions. In this case, we use NA12891 as the training data and NA12878 as testing set.

### TABLE I

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimators</td>
<td>800</td>
</tr>
<tr>
<td>Min. Child Weight</td>
<td>0.5</td>
</tr>
<tr>
<td>Max. Depth</td>
<td>7</td>
</tr>
<tr>
<td>Gamma</td>
<td>1</td>
</tr>
<tr>
<td>Subsample Ratio</td>
<td>1.0</td>
</tr>
<tr>
<td>Column Subsampling</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### Platinum Genomes Data Experiment

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimators</td>
<td>400</td>
</tr>
<tr>
<td>Min. Child Weight</td>
<td>20</td>
</tr>
<tr>
<td>Max. Depth</td>
<td>3</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.5</td>
</tr>
<tr>
<td>Subsample Ratio</td>
<td>0.8</td>
</tr>
<tr>
<td>Column Subsampling</td>
<td>0.6</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr</td>
<td>Chromosome</td>
</tr>
<tr>
<td>Start</td>
<td>Predicted start position of deletion</td>
</tr>
<tr>
<td>End</td>
<td>Predicted end position of deletion</td>
</tr>
<tr>
<td>FILTER</td>
<td>PE/SR support &lt; 3 or mapping quality &lt; 20</td>
</tr>
<tr>
<td>IMPRECISE</td>
<td>SR support &gt; 0</td>
</tr>
<tr>
<td>PE</td>
<td>Number of paired-end reads supporting deletion</td>
</tr>
<tr>
<td>MAPQ</td>
<td>Median mapping quality of paired-ends</td>
</tr>
<tr>
<td>CIPOS</td>
<td>Paired-end confidence interval around Start</td>
</tr>
<tr>
<td>CIEND</td>
<td>Paired-end confidence interval around End</td>
</tr>
<tr>
<td>SR</td>
<td>Number of split-reads supporting deletion</td>
</tr>
</tbody>
</table>
IV. RESULTS

The proposed methods were able to significantly reduce the number of false positive classifications identified by the delly SV caller. In Table III we report a variety of metrics to evaluate performance of the methods on both datasets. It is clear from both Table III and the AUC curves in Figures 3 and 4 that XGBoost is clearly outperforming the Neural Network. Even though the ensemble method improves on the scores of the Deep Learning method, the authors feel that the results are promising and warrant further exploration. We are also encouraged by that fact that the AUC for both the simulated dataset and the real dataset behaved similarly under both methods.

For the simulated data, using an unrelated individual for the training data yields less predictive power for the offspring (results not shown). Although the simulated data reflects biologically-informed deletion sizes, the training and testing set resulted in balanced number of observations for each class. In contrast, for the Platinum Genomes data, we find less than one in five delly predictions to be true deletions. This imbalance may account for less improvement in precision and recall than in the simulated data tests. Including more related individuals across multiple generations may also improve the reduction of false positives in SV callers.

V. CONCLUSIONS

We present a supervised learning framework that incorporates relatedness information to reduce the number of false positives in SV-callers, like delly. Although we present our results in the context of deletions, our framework can be adapted for predicting other classes of structural variants. In the context of applying such methods, we also find that population-level supervised learning techniques may be more appropriate in refining variant predictions than an approach that does not consider differences in ancestry.
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