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Abstract—In this paper, we propose novel methods to address the challenges of dimensionality reduction related to potential outlier classes and imbalanced classes often present in data. In particular, we propose extensions to Fast Subclass Discriminant Analysis and Subclass Discriminant Analysis that allow to put more attention on under-represented classes or classes that are likely to be confused with each other. Furthermore, the kernelized variants of the proposed algorithms are presented. The proposed methods lead to faster training time and improved accuracy as shown by experiments on eight datasets of different domains, tasks, and sizes.

Index Terms—subclass discriminant analysis, subspace learning, dimensionality reduction

I. INTRODUCTION

Dimensionality reduction has acquired an important role within modern machine learning techniques driven by the increase in the availability of high-dimensional data, such as images, videos, and sensor data. Subspace learning is one of the common approaches to dimensionality reduction, the goal of which is to find a subspace of the original data, projection onto which would satisfy a certain statistical criteria defined for the projected data while reducing the number of features.

Notable approaches in the area of subspace learning include Linear Discriminant Analysis (LDA) [1]–[3] and Principal Component Analysis (PCA) [4]. PCA is a basic unsupervised method that finds the projection space where the data would have the highest variance. LDA is a supervised method that seeks to find a subspace that would ensure a high between-class variance and a low within-class variance. However, LDA suffers from several limitations: first, the assumption of unimodality of each class generally does not hold in real-world data, resulting in decreased accuracy; second, the maximal dimensionality of the learnt space is limited by the number of classes; third, the solution relies on eigendecomposition which is computationally intensive in the cases of high-dimensional or large-scale data.

A step towards relaxing the limitations of LDA was taken by introducing Subclass Discriminant Analysis (SDA) [5] that relies on representing the data of each class with several subclasses. This resolves the unimodality assumption limitation and increases the maximal dimensionality of the projection space. However, SDA still relies on eigendecomposition hence being slow for large-scale and high-dimensional data. An approach to overcoming the speed limitation was recently proposed by introducing Fast Subclass Discriminant Analysis (fastSDA) along with its incremental solution [6], [7].

LDA, SDA, and their variants assume that different classes contain a similar amount of discriminative information and thus equal attention is given to each of the classes when learning the projection matrix. Such a situation is, however, unrealistic in real-world scenarios where the data is likely to have outliers or an imbalance between classes. A straightforward example is the case where different classes have significantly different numbers of samples, resulting in implicitly biasing the model to learning the discriminative features of the larger class and performing poorly on the under-represented classes. Besides, the discriminative information of some classes might be more useful than that of the others even under the condition of balanced classes. For example, a class that lies far from the others in the original space will put more weight to learning the projection matrix, while it is less likely to be confused with other classes. Instead, we would like to pay more attention to the classes that can easily be confused.

Solutions overcoming the above-mentioned limitations have been proposed [8], [9]; however, they are mainly relying on the assumptions of LDA on unimodality of classes and utilize the computationally intensive eigendecomposition.

In this work, we propose a novel weighting approach to Fast Subclass Discriminant Analysis that would preserve the benefits of the method in terms of speed and relaxation of unimodality assumption, while accounting for potential class imbalance or presence of outlier classes. Besides, we show how the proposed weighting strategies can be incorporated into eigendecomposition-based SDA. We perform experiments on 8 datasets of different domains, tasks, and sizes, and the experimental results show the superiority of the proposed approaches compared to other methods.

II. RELATED WORK

One of the classical approaches in supervised dimensionality reduction is Linear Discriminant Analysis (LDA) that represents the data of each class with a unimodal Gaussian distribution and seeks for the subspace in which the between-class scatter of the data would be maximized, while minimizing the within-class scatter. Projection onto such subspace results in compact classes lying far from each other, hence, leading...
to high discrimination between classes. This is achieved by optimizing the Fisher-Rao criterion [10]:

$$J(W) = \arg \min_{W} \frac{Tr(W^T S_b W)}{Tr(W^T S_w W)}, \quad (1)$$

where $Tr()$ denotes the trace operator.

Such formulation is rather simplistic in a way that it relies on an unrealistic assumption of unimodality of data which is rarely present in real-world problems. Besides, the potential dimensionality of the projection space is limited by the rank of the between-class scatter matrix which is equal to $C - 1$, where $C$ is the number of classes.

A. Subclass Discriminant Analysis

Subclass Discriminant Analysis was proposed as an extension to LDA that would make it more suitable for real-world data where the unimodality assumption does not hold. SDA represents the data of each class with several subclasses obtained using a certain clustering algorithm and defines the new between-class and within-class scatter matrices based on the distances between subclass means. This generally results in better performance and allows to increase the potential dimensionality of a subspace to $\sum_i d_i - 1$, where $d_i$ is the number of subclasses in class $i$. The minimization of the within-class scatter matrix $S_w$ in (1) is equivalent to the minimization of the total scatter $S_t$, given that the between-class scatter $S_b$ is maximized, as $S_t = S_b + S_w$. Therefore, SDA criterion can be formulated using the following matrices:

$$S_t = \sum_{q=1}^{N} (x_q - \mu)(x_q - \mu)^T, \quad (2)$$

$$S_b = \sum_{i=1}^{C-1} \sum_{l=i+1}^{C} \sum_{j=1}^{d_i} \sum_{k=1}^{d_{kl}} p_{ij} p_{hl} (\mu_{ij} - \mu_{hl})(\mu_{ij} - \mu_{hl})^T, \quad (3)$$

where $\mu$ is the mean of data, $i$ and $l$ are class labels, $j$ and $h$ are subclass labels, $p_{ij}$ and $p_{hl}$ are the subclass priors, $p_{ij} = N_{ij}/N$, where $N_{ij}$ is the number of samples in subclass $j$ of class $i$ and $N$ is the total number of samples in the dataset. The solution is given by the generalized eigendecomposition problem

$$S_t w = \lambda S_b w, \quad (4)$$

and the obtained eigenvectors $[w_1, w_2, ..., w_d]$ that correspond to $d$ minimal eigenvalues form a projection matrix $W$ which can be used for projecting the data to the $d$-dimensional discriminant subspace as follows: $y_i = W^T x_i$, where $x_i$ is a data sample represented in the original space and $y_i$ is the projected data sample in the discriminant space.

In order to obtain the kernelized variant of the algorithm it is beneficial to consider the graph embedding-based formulation of SDA [11], [12]. Assuming that the data is centered at its mean, $X = XX^T$, $S_b = XL_bX^T$, where $X = [x_1, x_2, ..., x_N] \in \mathbb{R}^D$, and $L_b$ is a Laplacian matrix defined as:

$$L_b(i, j) = \begin{cases} \frac{N - N_{ch}}{N N_{ch}}, & \text{if } z_i = z_j = h, c_i = c_j \\ 0, & \text{if } z_i \neq z_j, c_i = c_j \\ -\frac{1}{N^2}, & \text{if } c_i \neq c_j \end{cases}, \quad (5)$$

where $c_i$ is the class label of $x_i$, and $z_i$ is the subclass label of $x_i$, $N_c$ is the number of samples in class $c$ and $N_{ch}$ is the number of samples in subclass $h$ of class $c$. The kernelized formulation [13] can then be defined as: $S_{kh} = \Phi \Phi^T$, $S_{kk} = \Phi L_b \Phi^T$, where $\Phi = [\phi(x_1), \phi(x_2), ..., \phi(x_N)]$ is the data representation in the kernel space. In this case, it is assumed that data is centered in $F$.

Thus, the solution to KSDA is given by the generalized eigendecomposition problem $L_b K a = \lambda K a$, where $K = \Phi^T \Phi$.

B. Fast Subclass Discriminant Analysis

In Fast Subclass Discriminant Analysis [6], the slow eigendecomposition step of SDA is substituted with a much faster process. This process is based on the creation of target vector matrix of random values with the same structure as the one of the eigenvectors of the between-class Laplacian matrix. The Laplacian matrix is a block matrix, hence, the structure of its eigenvectors can be inferred from the labels of the data. The target vector creation is followed by the orthogonalization of the resulting matrix. The algorithm can be described as follows:

1) Creation of the between-class Laplacian matrix (5)
2) Generation of target vector matrix $T$ as in [6]
3) Regression of $X$ to $T$:

$$W = (XX^T + \delta I)^{-1}XT, \quad (6)$$

where $\delta$ is the regularization parameter.
4) Orthogonalization of $W$ such that $W^T W = I$

Equivalently, for the kernel case, the steps 3-4 are the regression of $\Phi$ to $T$, i.e., $A = (KK^T + \delta I)^{-1}KT^T$, and orthogonalization of $A$ such that $A^T KA = I$. Besides, inversion based on Cholesky decomposition is applied for further speeding-up the process [14].

III. WEIGHTED FAST SUBCLASS DISCRIMINANT ANALYSIS

LDA, SDA, and fastSDA assume that the data of each class contain the same amount of discriminative information and do not account for possible imbalance between the classes or the presence of outliers. In this section we propose two strategies to overcome these limitations based on re-weighting the contribution of samples to the solution.

In fastSDA, the solution is given by solving the regression problem in (6). In order to put more attention to certain classes during the learning of the projection matrix, each sample in $X$ can be multiplied by the weight of a corresponding class. The re-weighting of samples is achieved by solving for $T = \Omega X^T W$. The solution is then given by

$$W = (X\Omega X^T + \delta I)^{-1}X\Omega T^T, \quad (7)$$

where $\Omega$ is an $N \times N$ diagonal weight matrix. Similarly, for kernelized fastSDA:

$$A = (K\Omega K^T + \delta I)^{-1}K\Omega T^T. \quad (8)$$
The re-weighting of SDA can be achieved using the definition based on the Graph Embedding framework and weighting the total scatter as follows:

$$J(v) = \arg \max_w \frac{Tr(W^T X\Omega X^T W)}{Tr(W^T X\Omega X^T W)}.$$ (9)

The solution is then given by the generalized eigendecomposition problem:

$$XL_a X^Tw = \lambda X\Omega X^Tw.$$ (10)

Similarly, in the kernelized formulation, the solution can be obtained as:

$$KL_a K^Tw = \lambda K\Omega K^Tw.$$ (11)

A. Prior weighted fastSDA for imbalanced classes

In real-world classification problems, the training data are often imbalanced, i.e., some classes have more samples than others. Such scenario biases the model towards learning the discriminative features of better represented class and can result in reduced performance on under-represented classes during inference. This limitation can be addressed by re-weighting the samples according to their number in the dataset. In other words, we would like to add more weight to the discriminative information present in under-represented classes to compensate for the low quantity of their samples.

The weighting strategy for imbalanced classes can be defined based on the inverse prior probability of classes. Thus, we would like to pay more attention to the classes lying closer to each other as those are more likely to be confused in the projection space. Thus, the strategy to overcome such situation would be to put less weight to the classes/subclasses that are likely to be outliers.

A weighting technique based on scaled pairwise class distances in LDA was proposed in [8] and we further extend it to our subclass-based problem. Thus we employ a weighting scheme based on the pairwise distances of classes and subclasses scaled by the number of samples in the corresponding class/subclass. Note that although here we rely on the Euclidean distance, any other distance metric can be used for calculation of $D^{cl}_{i,j}$ and $D^{sub}_{ih,ij}$ [8]. For class $i$ and subclass $h$ the class-based relevance $r_i$ is defined as:

$$r_i = \sum_{j=1,j\neq i}^C \frac{1}{D^{cl}_{i,j}}.$$ (15)

$$D^{cl}_{i,j} = \sqrt{(\mu_i - \mu_j)^T(\mu_i - \mu_j)},$$ (16)

where $\mu_i$ is the mean of class $i$. Similarly, the relevance weight based on pairwise subclass distance can be defined as:

$$s_{ih} = \sum_{j=1,j\neq i}^C \frac{1}{D^{sub}_{ih,ij}}.$$ (17)

$$D^{sub}_{ih,ij} = \sqrt{(\mu_{ih} - \mu_{ij})^T(\mu_{ih} - \mu_{ij})},$$ (18)

where $\mu_{ih}$ is the mean of $h^{th}$ subclass of $i^{th}$ class. The weight matrices can be then defined as follows:

$$\Omega_{cl}(q,q) = r_i \frac{N_i}{N},$$ (19)

$$\Omega_{sub}(q,q) = s_{ih} \frac{N_{ih}}{N}.$$ (20)

Finally, the combination of relevance-based weighting and prior-based weighting can be utilized:

$$\Omega(q,q) = \gamma \Omega_{cl} + \beta s_{ih} \Omega_{sub}.$$ (21)

where $\gamma$ and $\beta$ are the hyperparameters.

IV. Experiments

We compare the performance of the proposed methods with that of related methods on 8 datasets of different domains, tasks, sizes, and feature representations. We compare the performance of fastSDA, SDA, relevance-weighted fastSDA and SDA, LDA and relevance-weighted LDA on several classification datasets. To assess the performance of the proposed methods on imbalanced datasets we artificially introduce imbalance to some datasets and compare the accuracy and training time of fastSDA, SDA, prior-weighted fastSDA and SDA, LDA and relevance-weighted LDA.

For the evaluation of relevance-weighted approach we consider 8 datasets of different tasks. The first dataset is the Cohn-Kanade dataset [15] that contains 245 facial images of different people with different facial expressions of the 7 classes. All images were flattened to obtain 1200-dimensional vectors. For the task of digit recognition, Semeion dataset
(16) is considered containing 1593 instances of handwritten digits produced by 80 persons, represented by $16 \times 16$ binarized images flattened to $256 \times 1$ vectors. Another dataset of handwritten digits is considered [17, 18] with 2000 instances of handwritten digits of 10 classes represented by 240-dimensional pixel averages in $2 \times 3$ windows. The MONKS2 dataset [19] describes certain physical properties of robots with the goal of prediction of one of the two robot types based on these properties and contains 169 samples. The Landsat Satellite Dataset [20] consists of multi-spectral values of pixels of satellite images of different types of soil of 5 classes. The dataset contains 4435 36-dimensional samples. The Million Song Dataset with Images (MSDI) [21] poses a music genre classification task with 15 different genres. We consider a subset of 7468 instances described with 200-dimensional audio spectrograms. The Weather [22] is a dataset of images of 4 types of weather conditions, resulting in 1125 samples. 2048-dimensional features extracted from the pre-last layer of ResNet-50 [23] pre-trained on ImageNet were utilized. Caltech-101 [24] is an image classification dataset, and a subset of 7 classes is considered as described in [18], resulting in 1474 instances, 254-dimensional CENTRIST features and 512-dimensional GIST features are considered.

For evaluation of the proposed prior-weighted approaches on the imbalanced class problems, we introduce artificial imbalance to some of the above-mentioned datasets with different imbalance ratios resulting in the following numbers of samples: Semeion dataset - \{120, 56, 120, 56, 120, 56, 120, 56, 120, 56\}, LSD dataset - \{760, 80, 760, 80, 760, 80\}, Weather dataset - \{240, 96, 96, 280\}; Handwritten digits dataset - \{160, 80, 160, 80, 160, 80, 160, 80, 160, 80\}; Caltech-7 dataset - \{348, 638, 42, 27, 28, 51, 45\}; Monks2 dataset - \{84, 34\}. The imbalance was introduced to the training data only, while keeping the test data balanced. Two different feature representations are considered for Handwritten digits dataset: 47-dimensional Zernike moments and 64-dimensional SDA.
dimensional Karhunen-Loève coefficients. For Caltech-7 dataset
40-dimensional wavelet moments are considered. Besides, the
Pima Indians Diabetes dataset [25] was considered, containing
data on different medical properties of patients with the goal
of prediction whether the patient has diabetes. The dataset
contains 500 samples in class 1 and 67 samples in class 2.

For training, 50% of the data is used for training, 30%
for validation, and 20% for testing. Validation set is used for
hyperparameter tuning, and the regularization parameter
used for regularization of singular matrices in fastSDA, SDA,
fastKSDA, KSDA and their weighted variants is chosen from
the set \{10^{-2}, 10^{-1}, 1, 10, 100, 1000\} and both \beta and \gamma
are selected as 0.5 in weighted methods, i.e., subclass and class
information is taken into account equally. Subclass labels are
obtained using k-means clustering in the original space and
are the same for all the subclass-based methods as well as the
kernelized variants. In kernelized formulations, we use RBF
kernels with \sigma set to the mean distance between the training
vectors. Classification in the projection space is achieved with
k-nearest neighbors classifier with \(k = 5\). Data is normalized
prior to training. Dimensionality of the projected space is
determined by the rank of the between-class scatter matrix
and is set to \(Cz - 1\) for all subclass-based methods, and \(C - 1\) for
LDA, where \(C\) is the number of classes and \(z\) is the number
of subclasses per class. The number of subclasses from 1-5
were evaluated and the best result is reported.

The results for prior-weighted methods on imbalanced
datasets and for relevance-weighted methods are shown in
Tab. 1 and Tab. 2, respectively. We report the accuracy along
with the number of clusters per class and the training time
in seconds. Here fastSDA and SDA refer to the original
unweighted methods, fastSDA_{cl} and SDA_{cl}, fastSDA_{sub}
and SDA_{sub}, and fastSDA_{class} and SDA_{class} refer to the
weighted methods with weights based on class information
as in (12) and (19), subclass information as in (13) and (20),
and both class and subclass information as in (14) and (21),
respectively.

As can be observed, the best accuracy is generally obtained
by weighted fastSDA or weighted SDA in both linear and
kernel formulations. Besides, almost in all the cases the
weighted version of fastSDA result in better accuracy than
the original fastSDA while still giving a speed improvement
compared to SDA. Thus, the use of re-weighting schemes can
potentially improve the accuracy at almost no cost in terms of
training time.

V. CONCLUSION

In this paper we proposed weighting schemes for Subclass
Discriminant Analysis and Fast Subclass Discriminant Anal-
ysis for improving the robustness of the algorithms in the
setting where there are potential outlier classes or the number
of samples in each class is imbalanced. The results of extensive
experiments on 9 datasets show that the proposed extensions
result in improved accuracy while preserving the fast speed of
fastSDA.
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