A Small-Scale Network for Seismic Patterns Classification
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Abstract—Deep Convolutional Neural Networks (DCNNs) correspond to the state-of-art for image classification. However to train such systems it is necessary to have access to a large number of samples and powerful computational resources, given the huge number of involved parameters. In the field of seismic images, large and freely available databases are scarce due to their strategic interest. In this situation, large architectures lead to hardly tractable problems in terms of overfitting. In this paper, we propose a reduced-size CNN with low computational cost that allows high accuracy performance on two small seismic datasets. The results are compared with KNN, SVM and LeNet.

Index Terms—Seismic Data Analysis, Machine Learning, Deep Neural Network, Classification, Small Datasets

I. INTRODUCTION

Over the last years a wide variety of techniques have been developed to extract information from seismic images in order to improve their analysis for tasks ranging from lithology, mining, oil and gas exploration, civil construction to nuclear waste deposition [1]. The nature of such information can yield a direct geological interpretation when its extraction is based on a multi-attribute analysis. In this case, an attribute is a quantity derived from seismic data that is suitable to enhance relevant information of different seismic characteristics.

A large number of attributes were defined in this context, some of them useless or redundant, and their choice became an issue to be addressed [2]. Consequently, developments have been carried out to characterize seismic patterns with only a few descriptors as those based on texture similarity [3]–[5]. For the analysis of a seismic section and the labeling of its patterns, attribute selection is problematic as it depends on different choices for the most important aspects that characterize a pattern. An abstract analysis - a black box approach - can better capture nonlinear relationships (e.g. between seismic waves and anisotropic media) and be more robust to noise and processing errors [6], [7]. Therefore, the useful quantities provided by such powerful methods allow the detection or separation of different patterns and simplify the automation of complex tasks [1].

Such technologies, among them Deep Convolutional Neural Networks (DCNNs) [8], allow the questionable task of attribute/feature selection to be avoided. Given the recent developments provided by DCNNs, some successful results have been obtained in the field of seismic analysis as well [9].

In Section II a development guideline for the task of classification and segmentation of seismic patterns using DCNNs is provided. Then, we present the problem associated with the use of DCNNs, the seismic data constraints and the motivation for a reduced-size CNN able to learn with a small labeled dataset. Section III details the proposed CNN architecture. A preliminary comparison between the proposed CNN and other algorithms is presented in Section IV and the last section draws conclusions and perspectives.

II. DESCRIPTION OF THE PROBLEM

In the seismic domain, structures of interest depend strongly on the final application. Structures as faults, salt-domes, channels, and gas chimneys can be associated with gas and oil reservoirs discovery [10]; recognizing facies can assist in understanding the depositional environment of a region [11]. Each task (segmentation or classification) involves a different type of DCNN architecture. For segmentation, the choice will commonly be based on a U-Net [12] with its encoder-decoder structure for delineation of faults [13], salt-domes [14], horizons [15], facies [16]. For classification only the encoder part is considered. Some works show that different approaches (multi-attribute analysis or black box) using different algorithms have the possibility to classify seismic patterns with high-accuracy. A different set of attributes have been chosen in [17], [18] to feed various algorithms. In [19], a texture descriptor is given as a feature extractor to feed a DCNN in an unsupervised context. In [20] authors follow the conventional way, by providing directly the images as inputs for the DCNN and in [21] different architectures are compared.

All the aforementioned references for segmentation or classification tasks provide good results. But they have as a common characteristic the availability of a huge amount of data.
In particular, annotated databases associated with the use of big architectures are available. This requirement is mandatory when using DCNNs. The most common benchmark datasets to compare different architectures contain from $10^4$ to more than $10^6$ samples as inputs to networks with millions of parameters. In the seismic image domain, large tagged image databases are scarce: it is hampered by strategic interests and labeling is an expensive and time consuming process. Due to this fact, [10] emphasized the use of weak labels and unsupervised learning. Despite that, the most common approach continues to be that of supervised learning with the help of data augmentation [22]. However there are some fields that are sensitive to arbitrary transformations applied to images. To contextualize this last point, let us consider the dataset that we have at our disposal: the IFPEN’s dataset. It has 580 grayscale images containing $512 \times 512$ pixels and four patterns/classes (flat, fold, low interest and sigmoid). Each class represents a units with a geological interpretation and the classes are respectively composed of 221, 223, 100 and 36 samples. Figure 1 shows 3 samples for each class of the dataset.

Consider the $90^\circ$ rotation of a horizontal profile. The seismic meaning is different. In Figure 2 all four images presented are in the same class, fold (Figure 1(b)). Even without any transformation (a) and (b) are close to the flat class (Figure 1(a)) and in turn (c) and (d) to the sigmoid class (Figure 1(d)). In this domain, smooth transitions from one pattern to another is common and transformations as data augmentation must be done carefully.

To deal with such problems, [23] used a scattering network (SN) [24], with promising results in textural multiclass classification with small datasets [25]. SN is analogous to the feature extractor block of a DCNN, and needs to be associated with a classifier or a classifier block. In between a feature reduction can be performed as the output of a SN has a high-dimensionality.

In the following, we propose a simple CNN with reduced computational cost that performs well for classification of two seismic labeled datasets even when a small quantity of samples is available.

### III. A SMALL-SCALE CNN

The indication that DCNNs can perform well on small datasets is found in [26], interpreting a CNN as an ensemble of sub-networks with small correlation, being robust to overfitting. Considering that seismic data have an intrinsic textural characteristic [4] and that DCNNs present bias over textural information [27], a small CNN may emphasize such characteristics and minimize overfitting issues. In [23] and [28] is showed the possibility to reduce drastically the amount of representative information for seismic images. In [23], a suitable number of features provided by the SN was selected to feed a classifier, reducing its number from $2 \times 10^5$ features to 256. While in [28], the inner flux of a CNN made this reduction possible. So exploring the downsampling rate and filter hyperparameters could allow to reduce the dimensionality of the feature maps and at the same time to reduce the size of the network while keeping a good performance.

The choice of an architecture follows the "general belief that for flexible learning methods with finite samples, the best prediction performance is provided by a model of optimum complexity" [29]. We want to keep the network as shallow and simple as possible. We choose to build our network starting with LeNet [30] since seismic and handwriting data show a simpler aspect when compared with other benchmark datasets, at least visually. However, even a small network as LeNet with only 2 convolutional layers (CL) and 3 fully connected layers (FCL) suffers from overfitting and instabilities. To deal with such situation, in a first step our intention is to explore the redundancy of the seismic images. Even if there are approaches based on the compressed learning framework to find a sparse representation of the data for classification [31], here the intention is to reduce the dimensionality of the feature
maps by tuning the hyperparameters of the network. A more aggressive downsampling rate is considered. The stride value for the convolutional operators can be explored in the same way. Stride controls how the filters convolve over the input image. When considering a canonical 2-D convolution, the stride value is equal to one, meaning that it shifts at a pace of one pixel at a time. The choice for bigger filter sizes is based on the suitability with the dimensions of the images. Bigger values for these hyperparameters allow to reduce drastically the dimensionality of the feature maps from a layer to another, making possible to reduce the number of layers. In the first layer the number of filters was chosen empirically, considering the smallest number that did not affect the performance. For the last layer, a small number of filters was selected in order to have a more compact representation and the possibility to visualize how the clusters are spatially organized. While keeping good performance, reducing the original architecture end up with a 2 CLs and 1 FCL network. Average pooling was preferred because it makes simpler the analysis of the architecture when compared with max pooling [32]. However to have a good performance, it is still necessary to have a max pooling layer after the second CL. The sigmoid operator allows a more stable convergence.

Its flux (Figure 3): 1st CL: 9 filters with size \(6 \times 6\) and stride equal to \(1 \times 1\); batch normalization (BN): momentum = 0.9 (a convex combination between the older batches (0.9) and the current one (0.1)); ReLU; average pooling (AvgPool1): \(6 \times 6\); 2nd CL: 3 filters with size \(9 \times 9\) and stride equal to 2 \(\times 2\); batch normalization (BN): momentum = 0.9; max pooling (MaxPool2): \(4 \times 4\); sigmoid operator; FCL: 4 nodes (with bias); Output: Log-Softmax. The resulting number of parameters is equal to 2,539. The order of the layers are not the same as commonly explored in the literature, but empirically this choice leads to a better performance when using average pooling in the middle of the network.

IV. RESULTS

The proposed CNN was tested with different ratios for the training set, the images being chosen randomly. For each ratio 50 simulations are performed. The hyperparameters values were selected so as to maximize performance: the batch size is equal to 20, the optimizer is the Nesterov Gradient method with learning rate equal to 0.007, momentum = 0.9, and the cost function is the log-likelihood.

The LANDMASS is a freely available database [33]. It contains 4 classes: chaotic-horizons, faults, horizons and salt-domes corresponding to 5.140, 1.251, 9.384 and 1.891 8-bits grayscale 99\(\times\)99 images, respectively. For testing with a small dataset, 300 images from each class were chosen randomly.

A. Initialization

After the sigmoid operator, the output is embedded in the cube \([0, 1]^3\), making possible its visualization. After convergence, the features are located close to the vertices \((1, 0, 1), (0, 1, 1), (1, 1, 0)\) and \((0, 0, 0)\) (but not always the same class at the same position what is dependend of the initialization).

Thus it is possible to initialize the FCL in order to have an affine map from the aforementioned vertices to the expected one-hot vector for each class in the CNN output. In this way, it is possible to achieve a more stable and faster convergence. The CLs are initialized randomly with a uniform distribution [34].

B. Evaluation

We perform comparisons with LeNet, Support Vector Machine (SVM), and k-nearest neighbors (knn) that were observed to outperform other algorithms such as random forest, binary trees and knn for other configurations. For LeNet the parameters that provide the best performance are: batch size = 20; learning rate = 0.05 and 0.1 for the equalized IFPEN data and for the reduced LANDMASS, respectively. The best configuration for SVM is a polynomial kernel with degree equal to 2 and a regularization parameter equal to 100. For the knn, we set k=1. The set of features used to feed the SVM and knn are the images histograms with 256 bins. This choice was based on the connection between the histograms and the different seismic patterns [35] and it was already explored in [5], [36]. The LeNet and SVM were using the same ratio between the training and validation sets as the small-scale CNN for each simulation. The results are shown in Tables I and II. For the CNN, we chose the number of epochs which, for a given simulation, provides the maximum accuracy for the training and test stages, the averages in the tables are computed for this epoch number.
TABLE I: IFPEN DATASET: Average accuracy of 50 simulations for each different ratios for the training set

<table>
<thead>
<tr>
<th>Method</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>83%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>83%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>99.94</td>
<td>99.80</td>
<td>99.87</td>
<td>99.43</td>
<td>99.99</td>
<td>92.64</td>
<td>90.49</td>
<td>92.96</td>
<td>81.56</td>
<td>96.9</td>
</tr>
<tr>
<td>LeNet</td>
<td>85.52</td>
<td>86.01</td>
<td>85.96</td>
<td>82.79</td>
<td>80.75</td>
<td>84.1</td>
<td>84.06</td>
<td>82.12</td>
<td>79.76</td>
<td>75.88</td>
</tr>
<tr>
<td>SVM</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>73.3</td>
<td>73.3</td>
<td>73.9</td>
<td>74.1</td>
<td>74.3</td>
</tr>
</tbody>
</table>

TABLE II: LANDMASS DATASET: Average accuracy of 50 simulations for different percentages for the training set

<table>
<thead>
<tr>
<th>Method</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>83%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>83%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>99.88</td>
<td>99.88</td>
<td>99.9</td>
<td>99.96</td>
<td>99.95</td>
<td>98.46</td>
<td>94.41</td>
<td>94.92</td>
<td>98.43</td>
<td>99.27</td>
</tr>
<tr>
<td>LeNet</td>
<td>71.15</td>
<td>83.29</td>
<td>87.44</td>
<td>85.48</td>
<td>87.04</td>
<td>70.98</td>
<td>81.37</td>
<td>87.91</td>
<td>86.33</td>
<td>83.76</td>
</tr>
<tr>
<td>KNN</td>
<td>k=1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>87.2</td>
<td>88.3</td>
<td>89.1</td>
<td>89.3</td>
<td>89.6</td>
</tr>
</tbody>
</table>

Fig. 4: One curve of the CNN’s performance (IFPEN dataset): Above: training and validation cost curves for the reduced CNN; Below: training and validation accuracy curves.

For the IFPEN dataset, the small-scale CNN was observed to have a more unstable behavior. However, it is possible to obtain a smooth convergence as shown in Figure 4 but only with 83% of training data. It is possible to visualize the clusters for each class after the sigmoid operator in Figure 5, which shows that they are completely separated and concentrated close to the aforementioned vertices. For the best results with 50, 60, 70 and 80% respectively, 4, 2, 1 and 1 images are misclassified. For the LANDMASS database the convergence is usually smooth with some isolated spikes.

As expected the choice of the dataset influences the behavior of each classifier, making necessary to choose other values of the parameters and a different configuration.

For LeNet, a poorer performance is evidenced, mainly for the IFPEN dataset, possibly because it presents more variability among samples and the classes are unbalanced. Such behavior is expected when dealing with small datasets, even for networks much smaller than the state-of-the-art architectures.

V. CONCLUSIONS AND PERSPECTIVES

In this paper we presented a small-scale network that allows to classify two seismic databases with a small number of samples. A possible explanation for such a good behavior may be related to the complexity of the database. If LeNet provides a good performance for MNIST, it does not perform as well for CIFAR-10/100 [37], since MNIST is probably less complex. The same reason may apply to seismic images. However, it is difficult to argue in these terms since there is no universal technique to quantify the complexity of datasets, which may highly depend on the application [38]. While there exist approaches to measure inter-dataset similarity, these developments are recent and they were not tested with our dataset [39]. Another point to be taken into consideration is the instability that can arise with CNNs, in accordance with the discussion in [40] about the difficult of training a small neural network when compared with bigger ones.

Even if a complete theory for DCNNs is not well developed, it is known that a CNN approximates a function with few examples only if this function have some regularity properties [41]. A small network with a simpler information flow could provide a more qualitative interpretation with interest for a seismic interpreter [6] and since the mathematical analysis for CNNs is simplified for a two-layers network [42], [43], there is the possibility to carry out an analysis to better understand the links existing between its structure and the data of interest [44].
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