Gaussian process with physical laws for 3D cardiac modeling
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Abstract—This paper introduces some physical laws into a Gaussian process for a statistical three-dimensional (3D) cardiac computational model. The 3D cardiac shape modeling is still challenging, since it involves personality and diversity. However, in spite of such variety, the heart shape must be ruled by some physical laws, which should be an important clue for the statistical shape estimation. Specifically, we introduce the Frank-Starling laws into the Gaussian process as a linear constraint, whose resulting process also follows a Gaussian process. For demonstration, we apply our model into the pipeline that estimates the heart shape from cardiovascular magnetic resonance (CMR) imaging, by combining it with the deep neural networks-based anatomical segmentation of CMR imaging.

Index Terms—Gaussian process, Statistical shape model, Cardiac modeling, Frank-Starling laws

I. INTRODUCTION

Cardiovascular disease is one of the leading causes of both morbidity and mortality all over the world. For example, heart failure is the decline of cardiac function, which leads to insufficient blood delivery to the organs [9], [12]. About 1-2% of the adult population is affected, and the incidence rate among 70 years and older is even above 10% [17]. Early diagnosis and treatment planning are demanded for the wide variety of etiologies and pathophysiologicals. As demonstrated in intensive research in the field of computational biology in the last decades, three-dimensional (3D) cardiac computational models have the potential ability to give us a clue to perform early diagnosis or to have high affinity with machine learning for treatment planning. However, 3D cardiac modeling with the personalization and diversity which reflects abnormal behaviors of cardiac function remains challenging.

Multi-modality must be a promising direction of more sophisticated 3D cardiac modeling. Currently, there have been a variety of methods for measuring structure and function of the heart, including cardiac imaging, electrocardiography, and blood pressure [13]. For example, cardiac anatomy and function can be assessed by various imaging modalities such as ultrasound, magnetic resonance, and computed tomography. For another example, electrical activity of the heart can be also obtained indirectly using electrodes on the surface of the body, which detect small electrical gradients caused by the depolarization. Actually, these side information must become clues to cardiac models. However, multi-modal measurements might take a high cost, and sometimes be essentially intractable. For example, in principle, we cannot simultaneously obtain magnetic resonance and heart sounds. Motivated from this, we take the first step towards multi-modal cardiac modeling in an unsupervised manner, and focus on some physical laws which have high affinity with statistical models, such as the Gaussian process.

In computer vision and graphics, the Gaussian process (GP) [11], [18] is one of the standard tools to represent statistical models of target objects containing some uncertainty. We can actually employ the usual GP prior to learn surfaces of anatomical regions of the heart. However, the standard use of the GP can typically capture only smoothness of the surfaces, and lacks other features of the heart shape. Therefore, we introduce some physical laws of the heart as linear constraints to the GP. As a result, the learned function from the constrained GP prior is to be ruled by the physical laws.

Our contributions of this paper for 3D cardiac modeling consist of the following two issues:

- We propose a Bayesian nonparametric approach for 3D (4D with time axis) cardiac computational model, which introduces physical laws into the statistical shape model in an unsupervised manner.
- We construct a constrained Gaussian process, whose constraints are described by integral operator.

II. PRELIMINARIES

A. Gaussian process for statistical shape model

A Gaussian process (GP) is the Bayesian nonparametric model, that consists of a collection of random variables,
any finite number of which are jointly Gaussian. The GP is typically used for a prior of a distribution over functions $\mathbb{R}^d$:

$$f(x) \sim \mathcal{GP}(\mu(x), k(x, x')),$$

where $\mu : \mathbb{R}^d \to \mathbb{R}$ is a mean field, and $k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ is a symmetric and positive semi-definite covariance kernel. As a telling application of the GP, the regression problem can be described as follows: We suppose a nonparametric regression model $y_k = f(x_k) + \varepsilon_k$, where $\varepsilon_k$ is zero-mean white noise representing the measurement uncertainty. Given the input data $(x_k, y_k)_{k=1}^N$, we would find a posterior over the function $f(x)$. Needless to say, the efficacy of the GP regression problem depends on whether we choose appropriate mean and covariance functions, and appropriately tune their associated hyper-parameters, which are strongly related to prior knowledge of the underlying problem.

**Constrained Gaussian process** [8] - One might hope another method to refine the GP regression problem. Specifically, we consider how to directly introduce some constraint on $f$. We suppose that certain constraints are fulfilled by the following equation:

$$\mathcal{F}_x[f] = 0,$$

where $\mathcal{F}_x$ is an operator mapping the function $f(x)$ to another function $h(x)$: $\mathcal{F}_x[f] = h$. Equation (2) may come from prior knowledge of $f$, depending on applications, physical laws, and tendency of input data. This formulation has the advantage that the GP prior directly obeys the constraint, Equation (2), instead of indirectly tuning mean and covariance functions.

We move on to how to obtain the GP prior such that the function $f$ holds Equation (2). The key is that GPs are closed under linear operators, just as Gaussian distributions are closed under linear transformations [8]. We deal with $f(x)$ to be related to another function $g(x)$ via some operator $\mathcal{G}_x$:

$$f = \mathcal{G}_x[g].$$

As a result, the constraint, Equation (2), follows

$$\mathcal{F}_x[\mathcal{G}_x[g]] = 0.$$  

Owing to the fact that GPs are closed under linear operators, we have

$$f = \mathcal{G}_x g \sim \mathcal{GP}(\mathcal{G}_x \mu_g, \mathcal{G}_x K_g \mathcal{G}_x^T).$$

Consequently, the problem is reduced to how to find suitable operators $\mathcal{G}_x$ given the constraints corresponding to $\mathcal{F}_x$. In this paper, we focus on physical laws of the heart for suitable operators $\mathcal{G}_x$.

**B. Physical laws of heart**

The Frank-Starling law of the heart provides the relationship between stroke volume and end diastolic volume, which gives us a clue for time-varying volumes of the left/right ventricular for a single cardiac cycle. The cycle can be broadly classified into four stages: ventricular filling derived from mitral valve opening, isovolumetric contraction from mitral valve closing, ejection from aortic valve opening, and isovolumetric relaxation from aortic valve closing. As shown in Figure 2, the volume evolutions are moderate at the 2nd and 4th stages, while they are radical at the 1st and 3rd stages.

**C. Preprocessing for cardiac modeling**

Our method for cardiac computational modeling consists of two stages. The former one (Figure 1, from left to center) corresponds to automatic segmentation of 3D images of heart obtained from raw cardiac magnetic resonance imaging (MRI) into 5 classes, consisting of the left ventricular cavity (LVC), right ventricular cavity (RVC), left ventricular wall (LVW), right ventricular wall (RVW), and background. For this, we rely on a current state-of-the-art technology based on the multi-task deep learning network. The latter one (Figure 1, from center to right) is our main contribution, which learn a statistical cardiac computational model based on the GP prior from segmentation of cardiac MRI.

**Raw data** - First of all, we would like to emphasize that the raw data must essentially contain some statistical uncertainty, which should be handled as statistical models. Cardiovascular magnetic resonance (CMR) imaging is the gold standard for assessing cardiac chamber volume and mass for a wide range of cardiovascular diseases. As a matter of practice, two types of CMR volumetric inputs are handled: low-resolution and high-resolution volumes. The low-resolution volume has a large slice thickness, giving rise to a staircase effect in the long-axis view. Additionally, since the slice are usually acquired from multiple breath-holds, inconsistency of each breath-hold results in an inter-slice shift artefact. On the other hand, high-resolution imaging requires only one single 20-25 second breath-hold, which may avoid inter-slice shift artefact. Consequently, motivated from this issue, we believe that statistical models have high affinity with this kind of data.

**Segmentation of CMR imaging** - This component relies on a state-of-the-art method based on the multi-task deep learning network [23], which predicts segmentation labels with
anatomical clues in CMR volumes. The network takes input volumetric images as multi-channel vector images, requires no region of interest extraction, and contains up to 15 convolutional layers. The network simultaneously capture the segmentation labels and anatomical landmarks in CMR volumes, which has computational advantage of 2D networks and is able to address 3D issues without compromising accuracy and spatial consistency.

III. CARDIAC MODEL

We focus on the time evolution of the cardiac surfaces of the LVC or the RVC. We suppose that observations consist of a collection of points on \( R^4 \) of the three-dimensional orthogonal coordinates with (discrete) time stamps, which are candidates of the cardiac surface but includes some uncertainty indicates. Our hope is to know the function \( f_1 : R^4 \rightarrow R \) such that \( z = f_1(x, y, t) \) for any points \((x, y, t) \in R^3 \) on the true cardiac surface. In order to make \( f_1 \) be injective, we divide the problem into two cases, \( z \geq 0 \) and \( z < 0 \). That is, the whole heart is divided into two hemispheres. In the following, we consider the case \( z \geq 0 \), which is immediately applied to the other case \( z < 0 \) with slight modification.

The key of our method is to introduce the time evolution of the volume of the LVC (or RVC) into the GP model. We introduce a function \( f_2 : R \rightarrow R \), and suppose that the volume of the LVC (or RVC) at the time \( t \) is represented by \( f_2(t) \).

\[
\int_D f_1(x, y, t) \, dx \, dy - f_2(t) = 0 \quad \text{for any } t,
\]

where \( D \) is a large region of \((x, y)\) on \( R^2 \), and assume \( f_1(x, y, t) = 0 \) for \((x, y, t)\) which is outside of the hearts.

Our target is to find suitable \( f_1 \) and \( f_2 \) such that the following additional constraints:

**Physical law** - As shown in Figure 2, the volume evolution \( f_2 \) can be interpreted as a sequence of the transition of hidden 4 states. This implies the following conditions:

- **Data-driven physical law**
  
  State #1 (from mitral valve opening to mitral valve closing) - The volume almost never change. It is allowed to be self-transition or go to the state #2.
  
  State #2 (from mitral valve closing to aortic valve opening) - The volume must monotonically increase. It is allowed to be self-transition or go to the state #3.
  
  State #3 (from aortic valve opening to aortic valve closing) - The volume almost never change. It is allowed to be self-transition or go to the state #4.
  
  State #4 (from aortic valve closing to mitral valve opening) - The volume must monotonically decrease. It is allowed to be self-transition or go to the state #1.

In summary, the sequence of the differential value of \( f_2 \) is the observation of the following HMM:

\[
f_2(t + 1) - f_2(t) \sim \begin{cases}
\text{Normal}(0, \sigma) & (Z_t = 1) \\
\text{Gamma}(\alpha_1, \beta_1) & (Z_t = 2) \\
\text{Normal}(0, \sigma) & (Z_t = 3) \\
-\text{Gamma}(\alpha_2, \beta_2) & (Z_t = 4),
\end{cases}
\]

where \( Z_t \) represents the index of hidden states at \( t \)th time. The sequence of the state transition \( Z_1, Z_2, ... \) can be expressed as \( Z_{t+1} | Z_t \sim \text{Categorical}(P_{Z_{t+1}, Z_t}) \), where

\[
P = \begin{pmatrix}
p_1 & 1 - p_1 & 0 & 0 \\
0 & p_2 & 1 - p_2 & 0 \\
0 & 0 & p_3 & 1 - p_3 \\
1 - p_4 & 0 & 0 & p_4
\end{pmatrix},
\]

and \( p_1, p_2, p_3, p_4 \) are hyper-parameters drawn from the non-informative beta distribution.

Finally, our model for \( f = [f_1, f_2]^T \) can be formulated as the linearly constrained GP. The operator matrix \( \mathfrak{F}_x \) corresponding to the constraint, Equation (6), is expressed as

\[
\mathfrak{F}_x[f] = \left[ \int_D dx \, dy \right] \left[ f_1 \\
\int_D dx \, dy \right] f_2,
\]

where \( \text{id}_R \) denotes the identity map on \( R \). Therefore, we obtain the following operator matrix \( \mathfrak{G}_x \):

\[
\mathfrak{G}_x = \left[ \begin{array}{c}
\text{id}_R \\
\int_D dx \, dy
\end{array} \right],
\]

such that \( \mathfrak{F}_x \mathfrak{G}_x = 0 \). Consequently, using \( \mathfrak{G}_x \), we obtain the following model for the target function: \( f(x) \sim \mathcal{GP}(\mathfrak{G}_x \mu_f, \mathfrak{G}_x K_g \mathfrak{G}_x^T) \), for any underlying function \( g(x) \sim \mathcal{GP}(\mu_g, K_g) \). For each \( g(x, y, t) \), we can employ the GP with no constraints trained in advance.

Bayesian inference method - For space limitations, we omit the detail. However, we can apply usual Bayesian methods into our model. Specifically, we employed the Markov chain Monte Carlo method which repeatedly iterates over the updates of the GP for \( f \) and the HMM for derivatives of \( f_2 \) until convergence.

IV. RELATED WORK

Multi-modality - Recently, there have been 3D cardiac modeling methods from a variety of 3D imaging modalities, including computed tomography, magnetic resonance imaging or ultrasound, whose model parameters are automatically determined from imaging data using a database-guided machine learning (ML) framework [7], [22]. To achieve robust parameter estimation for complex cardiac models, various algorithms have been proposed, including discriminative learning methods with semantic constraints [6], [16]. Our contribution on this line of research is to explicitly employ physical laws in order to more accurately capture the detail shape of the heart in an unsupervised manner.

Relationship to segmentation tasks - Our method relies on automatic segmentation whose state-of-the-art performance has been achieved by deep neural networks [2], [5], [14], [15], [19], [23] as preprocessing for raw cardiac MRI. We here emphasize that 3D cardiac modeling is actually related to
segmentation task of cardiac imaging, however, they are definitely distinctive issues. Typically, segmentation algorithms mainly focus on classification of each voxel (point) into anatomical labels. On the other hand, 3D cardiac model care about statistical shape model of heart components. Therefore, our method employ automatic segmentation algorithms as preprocessing raw cardiac MRI.

**Other shape models** - Another popular line of 3D cardiac modeling is the use of the active shape model (ASM) [4] and the morphable model (MM) [3]. Recently, Bayesian nonparametric extension of them using the Gaussian process has been proposed [10], which includes classical ASMs and MMs as special cases. This implies that our strategy (the use of the constrained GP) can be also applicable to this line of research.

**V. EXPERIMENT**

For demonstration, Figure 3 shows 3D models of left ventricular. For evaluation, we employ the York 4D Cardiac MRI dataset [1] (http://www.cse.yorku.ca/mridataset/), which consists of 33 subjects, each of whose sequence has 20 frames and 8-15 slices, for a total of 7980 images. This dataset also includes the contours corresponding to both the endocardium and epicardium of the left ventricle. Each contour is manually assigned by the first author of [1] as 32 points given in pixel coordinates. We use the endocardium represented by 32 points as a collection of the true points on the endocardium, and calculate the mean squared error (MSE) between the true point and the corresponding point on the estimated surface. For comparison, we employ the GP with no constraint (referred to as GP-base) as a baseline model. We compare the MSE of the GP-FS with that of the GP-base.

Figure 4 shows a MSE comparison between the GP-FS and the GP-base. For 29 subjects out of 33, the GP-FS shows better performance than the GP-base. This means that the FS law constraint for the GP leads to slightly better modifications of the local endocardium surface. Figure 5 shows examples of predictive endocardium obtained from the GP-FS and the GP-base for the first subject of the York 4D Cardiac MRI dataset. We extracted the time-varying endocardium on the 7th slice. While the GP-base is able to essentially capture only smoothness of the surface, the GP-FS handles the global features of the time-varying surface through the HMM derived from the FS law. Therefore, the GP-FS can slightly modify the surface (whose local details have large uncertainty as the GP posterior) according to the FS law.

**VI. CONCLUSION AND FUTURE WORK**

This paper introduced the Frank-Starling law into the Gaussian process-based 3D statistical cardiac model. We employed the Frank-Starling law as the hidden Markov model of the volume evolution of the endocardium of the left ventricle. We introduced the HMM derived from the Frank-Starling law into the GP as a linear constraint, whose resulting stochastic process again leads to another GP.

In the near future, two promising directions of research are (1) end-to-end learning from the raw cardiac MRI to the 3D or 4D shape model of the heart, and (2) extension to multi-modal models, such as heart sound, electrocardiography, and blood pressure. For the latter one, Classification of Heart Sound Recordings - The PhysioNet Computing in Cardiology Challenge 2016 (https://www.physionet.org/content/challenge-2016/1.0.0/) provided a HMM-based segmentation method [20], [21] of heart sounds as a baseline, which must have high affinity with our GP with the HMM constraint.
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Fig. 4. (Best viewed in color.) MSE comparison between GP-FS and GP-base. For each subject, the left bar shows the MSE of the input data without GP fitting. The center bar and the right bar shows the MSE (between the true point and the corresponding point on the estimated surface) of the GP-base and GP-FS, respectively. For most subjects, the GP-FS shows better performances than the GP-base.

(a) 8th slice on 10th time frame of subject #1.
(b) 6th slice on 7th time frame of subject #5.
(c) 8th slice on 9th time frame of subject #9.

Fig. 5. (Best viewed in color and zoom-in.) Examples of estimated endocardium from GP-FS and GP-base. From left to right. First: Raw MRI (top: focus on endocardium, bottom: raw). Second: The true endocardium, described by 32 points manually assigned by the first author of [1] (top: 100-by-100 pixels, bottom: 40-by-40 pixels). Third: Predictive endocardium obtained from the GP-base (top: 100-by-100 pixels, bottom: 40-by-40 pixels). Forth: Predictive endocardium obtained from the GP-FS (top: 100-by-100 pixels, bottom: 40-by-40 pixels).