Stochasticity and Skip Connection Improve Knowledge Transfer
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Abstract—Deep neural networks have achieved state-of-the-art performance in various fields. However, DNNs need to be scaled down to fit real-world applications where memory and computation resources are limited. As a means to compress the network yet still maintain the performance of the network, knowledge distillation has brought a lot of attention. This technique is based on the idea to train a student network using the provided output of a teacher network. Deploying multiple teacher networks facilitates learning of the student network, however, it causes to some extent waste of resources. In the proposed approach, we generate multiple teacher networks from a teacher network by exploiting stochastic block and skip connection. Thus, they can play the role of multiple teacher networks and provide sufficient knowledge to the student network without additional resources. We observe the improved performance of student network with the proposed approach using several dataset.
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I. INTRODUCTION

In recent years, we have witnessed great success in deep neural networks (DNN) in various applications such as driverless vehicles and drone-based deliveries, smart cities and factories, remote medical diagnosis and surgery, and artificial intelligence-based personalized assistants [1]–[6]. Despite the superior performance, it is not easy to use the DNN-based models for the embedded systems having limited memory and computation requirement. As a means to handle this issue, knowledge distillation (KD), an approach to make the DNN-based models smaller but efficient, has received much attention in recent years [7].

The basic idea of KD is to train a smaller network (a.k.a. student network) with the help of distilled knowledge (a.k.a., soft targets) provided by a larger network (a.k.a., teacher network) (see Fig 1). Weights of the student network are trained in a way to minimize the sum of two cross-entropy losses: 1) the cross-entropy between the outputs of the student network and soft targets, and 2) the cross-entropy between the outputs of the student network and labeled data. Recently, it has been shown that the learning of student networks can be much improved with the help of multiple teacher networks [7]–[9]. Multiple teacher networks have different knowledge and views each other so that they generate different outputs on the same input. Hence, the student network can fuse distinct knowledge from multiple teacher networks to establish its own comprehensive and in-depth understanding of the dataset [9]. However, DNN-based multiple teacher networks might require more resources as compared with a single teacher network.

The primary goal of this paper is to improve the performance of a student network with the help of multiple teacher networks but clearly distinct from previous studies in the sense that there is no additional resource constraints. Our approach
builds on a single teacher network using stochastic block and skip connection so that it can provide multiple outputs to the student network. Recall that stochastic blocks are conceptually similar to the dropout operation, which sets part of the output of individual units to be zero at random during training [10]. Stochastic blocks consist of one or more layers, which are skipped at random during training. Recall also that skip connections are identity mappings designed to bypass one or more layers [2]. For example, consider a network consisting of 3 blocks $S_1$, $S_2$, and $S_3$ (see Fig 2). We can easily generate multiple networks from the given network using stochastic blocks and skip connections. Here, skip connections are represented using the identity mapping $Id$. When the blocks are dropped at random, the network generate different outputs (see Fig 2). This example is obviously simple, but the fundamental principle to extend a large network is not much different from this. Stochastic blocks and skip connections play an important role to generate multiple networks using multiple valid paths in the network diagram (see Fig 2).

In this paper, we propose a DNN-based scheme to generate multiple teacher networks from a teacher network using stochastic blocks and skip connections. By dropping DNN blocks at random, each generated teacher network consists of valid paths of batch data. In doing so, we can generate multiple teacher networks from one teacher network without additional resources. We demonstrate that the generated teacher networks are proper for transferring knowledge and also show that student networks improve further with the help of teacher networks.

II. RELATED WORKS

KD has been exploited to compress the knowledge in an ensemble of models into a single model [7]. An attention-based distillation approach has also been proposed [11]. In this approach, attention maps made from intermediate feature maps of networks are used to transfer knowledge. Also, mutual learning-based KD has been suggested as a new paradigm of bidirectional knowledge transfer, which exchanges knowledge in a mutually beneficial way [8].

Recently, knowledge transfer using multiple teacher networks have been proposed [9]. Multiple teacher networks provide comprehensive guidance to help the learning of student networks [8], [12]. A simple way is to build and train multiple teacher networks in a separate manner on the same data and then to transfer their distilled knowledge to the student network. However, a whole ensemble of the teacher networks is cumbersome and might be too computationally expensive, especially if the individual models are large neural networks. To overcome this, an approach to use a single teacher network and then to generate multiple outputs using noise perturbation has been proposed [13]. This might be problematic since the random noise can corrupt the knowledge in the outputs [14]. In contrast, our proposed approach generates multiple networks (see Figure 2) so that reliable and various knowledge is ensured. Also, in our approach, the generated networks have higher entropy outputs compare to the original network. Note that encouraging high entropy output [15] and smoothing label [16] are proved to help the training of DNNs since regularizing the high confident outputs prevents the network from overfitting and increases the adaptivity of the network.

III. PROPOSED APPROACH

In the proposed KD scheme, we use multiple teacher networks to provide different distilled knowledge to the student network (see Fig. 1). The main concept of our proposed approach is to generate multiple teacher networks of various outputs from a single network. In essence, the key point of this approach is to incorporate a single teacher network with stochastic blocks and skip connections (see Fig. 2). We explain how to generate teacher networks and demonstrate that these networks are appropriate for helping the learning of student networks.

A. Generating Multiple Networks

We exploit skip connections and stochastic blocks to generate multiple networks from a single teacher network. First, we add skip connections from the input of each DNN block to the corresponding output of the block. Recall that skip connections have been popularly used in DNN as shortcuts to jump over some layer [17]. Skip connections benefit from two folds: 1) to avoid the problem of vanishing gradients in DNN by bypassing blocks causing this problem and 2) to generate multiple paths of data in the network so that the network is still working well even when there are some dropped blocks (see Fig. 2). To express the output of a DNN block using skip connections, let $f_i$ be the function representation of the $i$-th block in DNN. Then, the output ($o_i$) of the $i$-th block can be expressed as

$$o_i = f_i(o_{i-1}) + o_{i-1}.$$  

(1)

When the $i$-th block is dropped, $f_i(o_{i-1}) = 0$ and thus $o_i = o_{i-1}$. We can use a binary tree to intuitively represent the DNN with skip connections (see Fig. 2).

Second, in the proposed scheme, we drop the blocks at random using the mechanism of stochastic blocks. Recall that a stochastic block is assigned with a survival probability $p$, i.e., the block is dropped with probability $1 - p$. To be specific, let $p_i$ be the survival probability of the $i$-th block ($1 \leq i \leq n$). We use linear decay mode in which $p_i$ satisfies

$$p_i = 1 - \frac{i - 1}{n - 1} (1 - p_n).$$  

(2)

Obviously, we have $p_1 = 1$ and $p_1 > p_2 > \cdots > p_n$. That is, in the binary tree, the blocks near the root have higher chance to survive. As a result, dropping a few blocks in the network does not harm the performance much. The proposed scheme is a natural combination of the DNN and stochastic blocks and skip connections. From this, multiple teacher networks can be generated with reliable performance.

1 $f_i$ is the function composition of a nonlinear activation function (e.g., rectified linear unit (ReLU) or leaky ReLU) and a linear function of weights and biases in the $i$-th DNN block.

2 If $k$ blocks are dropped from $n$ blocks, $2^{n-k}$ valid paths still exist.
Fig. 2. Diagram of a teacher network: (a) conventional network, (b) network with skip connections represented by identity mapping \( \text{Id} \), and (c) network with stochastic blocks in which the blocks are dropped at random.

Note that in (2), all the survival probabilities \( p_i \) are expressed as functions of \( p_n \). The initialization of \( p_n \) implies a trade-off between reliability and variety of teacher networks. When \( p_n \) is large, there are just a few of generated teacher networks whose the size is as large as the original DNN. In contrast, when \( p_n \) is small, there are multiple generated teacher networks whose the size is much smaller than the original DNN. In the proposed scheme, we set \( 0.5 \leq p_n \leq 0.9 \) with 0.1 interval and choose the best \( p_n \) for each pair of teacher network and student network. We also note that since the computational complexity of each block is the same as in the single network, the overall complexity of the proposed scheme is comparable with that of the single network.

B. High-Entropy Output

Teacher networks provide student network with high entropy output distribution which helps the learning process of student networks (see Fig 3). It is known that regularizing a neural network to be less confident improves the performance [8], [15]. This is because training a network to have high confident output let it overfit to the train dataset and reduce the adaptivity by bounding the gradient. Also, the high entropy distribution contains important information like relations between classes which are the salient cues how the teacher network generalizes. In [8], it has been shown that using an ensemble of \( n \) networks as a teacher is less helpful than using \( n \) individual networks as \( n \) teachers. This is because the ensemble makes the secondary values of outputs low entropy distribution. In our proposed approach, generating teacher networks from the teacher network is analogous to using individual networks instead of the ensemble of them in [8]. As a result, the knowledge that teacher networks provide contains important information and is learned easily by student networks.

IV. Experiment

We test the performance of the proposed scheme using two datasets - CIFAR-100 [18] and tiny imagenet [19]. CIFAR-100 dataset consists of \( 32 \times 32 \) RGB color images drawn from 100 classes, which are split into 50,000 train and 10,000 test images. Tiny imagenet dataset is a down-sampled version of ImageNet dataset. It consists of \( 64 \times 64 \) RGB color images.
drawn from 200 classes, which are split into 100,000 train and 10,000 test images.

For CIFAR-100, we normalize each image and augment the train images as in [1]. Each network is trained for 200 epochs with batch size of 128. The initial learning rate is divided by 10 for every 60 epochs. For tiny imagenet, we use our pure dataset version without augmentation. Each network is trained for 100 epochs with batch size of 128. The learning rate is divided by 10 for every 40 epochs. We use stochastic gradient descent optimizer with momentum of 0.9. The initial learning rate is 0.01 for ML and 0.1 for the others.

We present simulation results of knowledge transfer on CIFAR-100. Here, we use a bidirectional knowledge transfer, which exchanges knowledge between two networks Net 1 and Net 2 in a mutually beneficial way [8]. From the results, we observe that the proposed technique improve the accuracy of the conventional technique [8], resulting in up to 5% improvement of the accuracy (see Table I and II).

We also present simulation results of knowledge transfer on tiny imagenet. From the results, we observe that the proposed technique improve the accuracy performance of KD, resulting in up to 61.36% (see Table III).

V. Conclusion

In this work, we propose to change the structure of a teacher network to get the effect of multiple teacher networks. In our proposed approach, we obtain multiple teacher networks without additional resources so that compact networks improve further with the help of more extensive knowledge. The proposed structure can be easily applied to other transfer methods and tasks, e.g., object detection and segmentation.
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