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Abstract—Noncoherent detection in massive MIMO systems is an attractive alternative to channel-estimation-based detection. So far, receivers employing ordered decision-feedback differential detection based on the phase quantization error of the candidate symbols of the correlation matrix have been proposed. This approach however ignores reliability information in certain cases. In this paper, we analytically derive the maximum-likelihood decision metric used to search for the optimum detection order. We compare the proposed metric to the phase-quantization-based one in terms of symbol error rate performance.

I. INTRODUCTION

Over the last years, systems where the base stations are equipped with a very large number of antennas compared to the number of users they serve, so-called massive multiple-input/multiple-output (MIMO), have gained more and more attention, e.g., [8], [9]. In such massive MIMO systems, the number of channel coefficients is extremely large, presenting a challenge when acquiring accurate estimates thereof. Additionally, as the number of pilot sequences is limited, these estimates may suffer from additional interference due to pilot contamination [3].

By employing noncoherent detection schemes [11], the need for channel estimation is eliminated. Notably, multiple-symbol differential detection (MSDD), or the lower-complexity decision-feedback differential detection (DFDD) can be applied. Additionally, noncoherent decision-feedback equalization (nDFE) [4] enhances performance in the multi-user case.

To maximize the performance of noncoherent detection, the DFDD should be performed with an optimized ordering. In [11], this is achieved via a sorting based on the phase quantization error, i.e., the symbol with the smallest phase deviation from its quantized value is detected. However, since only the phase information is taken into consideration, this may lead to choosing very unreliable symbols for detection in certain cases. Hence, a different metric for optimizing the detection order is required.

In this paper, we derive the maximum-likelihood metric, based on the statistics of the elements of the correlation matrix, for optimized ordering in noncoherent massive MIMO detection. The performance of the phase-quantization-error-based approach [11], [4] to the newly proposed is compared.

The paper is organized as follows. In Sec. II, a recapitulation of the system model and multi-user detection in noncoherent massive MIMO systems is presented. In Sec. III, we derive the maximum-likelihood metric to be used in the detection algorithm. Numerical simulation results are provided in Sec. IV. Finally, Sec. V gives some conclusions.

II. SYSTEM MODEL AND NONCOHERENT DETECTION

A multi-user uplink scenario where a small number of single-antenna users transmit to a central receiver employing $N_{rx}$ antennas, cf. Fig. 1, is considered. The base station array has a much larger number of antennas than users, i.e., $N_{tx} \gg N_{u}$.

At each discrete time step $k$, each user $u$ transmits an $M$-ary differentially-encoded phase-shift keying (DPSK) symbol $b_{k,u}$ drawn from the constellation

$$
\mathcal{M} \equiv \{e^{j2\pi i/M} | i = 0, 1, \ldots, M-1\}.
$$

The transmit symbols are generated from the PSK data symbols $a_{k,u} \in \mathcal{M}$ as [11]

$$
b_{k,u} = a_{k,u}b_{k-1,u}, \quad b_{0,u} = 1.
$$

The coefficients $h_{m,u}$ describing the channel between user $u$ and antenna $m$ are i.i.d. randomly drawn. Assuming a block-fading model, these coefficients remain constant over each burst of $N_{bl}$ symbols.

Collecting $N_{bl}$ time steps over the $N_{rx}$ antennas, the receive block $R$ is constructed and given by

$$
R = \sum_{u=1}^{N_{u}} h_{u}b_{u} + N,
$$
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where the column vector \( h_u \defeq [h_{1, u}, \ldots, h_{N_{rx, u}}]^T \) collects the channel coefficients for user \( u \), and the row vector \( b_u \defeq [b_{1, u}, \ldots, b_{N_{tx, u}}] \) is the transmit symbols stream of user \( u \) [11]. The zero-mean circular-Gaussian noise samples \( n_{m, k} \) with variance \( \sigma_n^2 \) are collected in the matrix \( N \).

To specify the channel, the average receive power \( P_{m, u} = E\{|h_{m, u}|^2\} \) induced by user \( u \) on each antenna \( m \), called the power-space profile (PSP) is used [11], [13].

At the base station, noncoherent detection of the symbols of user \( u \) is applied. In case of DPSK, **multiple-symbol differential detection (MSDD)** [2] is known to improve performance significantly. Alternatively, **decision-feedback differential detection (DFDD)** [1], [12] can be applied to avoid the large computational complexity of MSDD.

In [11], a correlation-based decision-feedback differential detection method was utilized. To that end, first, the \( N_{bl} \times N_{bl} \) correlation matrix is constructed

\[
Z_u \defeq R^H W_u R ,
\]

with the user-specific diagonal weighting matrix

\[
W_u \defeq \text{diag}(w_{1, u}, \ldots, w_{N_{tx, u}}) .
\]

Then, optimally-sorted DFDD is applied. To obtain the sorting, at each detection step \( \ell \), the candidate symbol

\[
\bar{z}_{u, \ell, \hat{r}_\ell} \defeq \sum_{n=0}^{\ell-1} \hat{b}_{\ell, u} \bar{z}_{u, n, \hat{r}_n} ,
\]

which is the sum of the entries of \( Z_u \) multiplied by their corresponding already-detected symbols \( \hat{b}_{\ell, u} \) for each previous step \( n \), or feedback information, with the smallest phase quantization error

\[
\hat{r}_\ell = \arg\min_{\hat{r} \in \{1, \ldots, N_u\} \setminus \{\hat{r}_1, \ldots, \hat{r}_{\ell-1}\}} |\Delta Q_{\text{PSK}}(\bar{z}_{u, \ell, \hat{r}})| ,
\]

with

\[
\Delta Q_{\text{PSK}}(z) \defeq \text{mod}_{2\pi}(\arg(z) - \frac{2\pi M}{\pi} \cdot \text{arg}(z))
\]

is detected (mod\(_{2\pi}(\cdot)\) is the symmetrical modulo operation, i.e., reduction into the interval \((-\pi, +\pi)\)).

To reduce multi-user interference, **noncoherent decision-feedback equalization (nDFE)** [4] over the users can be employed, leading to significant performance improvements.

**III. Maximum-Likelihood Decision Metric**

It is well known that large performance improvements, e.g., reduced error rates, can be achieved by taking the decisions in an optimized order [11]. In the context of noncoherent massive MIMO, the sorting has been so far based on the phase quantization error (8) of the candidate symbols.

However, looking closer at this metric reveals an inherent problem. To illustrate this, the following scenario is considered. For readability, the subscript indices are dropped, but the scenario of the previous section remains, and it should be understood that the following describes the situation for \( \bar{z}_{u, \ell, \hat{r}_\ell} \) at Step \( \ell \). A candidate symbol \( \bar{z} \) is given. This symbol comprise a scaled version of the useful information \( \hat{b} \equiv \eta b \), \( b \in \mathcal{M} \), and some noise \( \psi \), i.e.,

\[
\bar{z} \equiv \hat{b} + \psi .
\]

The scaling \( \eta \) is real-valued, i.e., \( b \) shifts on its axis of direction only. Without added noise, no matter where the symbols lies, it will be quantized to the closest PSK symbol based on the deviation in phase (e.g., \( \hat{b} = 0.1 \) or \( \hat{b} = 1.1 \) will be both quantized to the same symbol \( \hat{b} = 1 \)). However, when the complex-valued noise is superimposed, the impact upon differentially-encoded data symbols that are close to the origin of the complex-plane will be much larger in terms of the effect on the phase of these symbols than those farther from the origin.

If the distance to the origin of candidate symbols \( \bar{z} \) (amplitude of \( \bar{z} \)) is ignored, there is a chance that the noise \( \psi \) has shifted the symbol \( \hat{b} \) enough to the next neighboring symbol from the transmit alphabet. Based on phase information alone, this symbol would appear highly reliable to detect with minimal phase quantization error, compared to one farther away from the origin of the complex-plane affected by slightly more noise.

The phase-only metric, i.e., the phase quantization error, is not optimum. Hence, the optimum metric is still to be derived. Given equally-likely transmitted symbols, the optimum decision strategy would be the maximum-likelihood strategy, i.e.,

\[
\hat{b} \equiv \arg\max_{b \in \mathcal{M}} f_{\|ar{z} \|} (\bar{z} \mid b) .
\]

To that end, the conditional probability density function (pdf) and statistics of the data symbols of user \( u \), the interference caused by users \( \nu \neq u \) on \( u \), and the noise sources present in the the candidate symbols \( \bar{z} \) at each detection step \( \ell \) are required.

Returning to the specific massive MIMO model, we have the following. The data symbols \( b \) are taken from a PSK alphabet \( \mathcal{M} \). The scaling factor

\[
\eta \equiv \ell \sum_{m=1}^{N_{tx}} h_{m, u}^* w_{m, u} h_{m, u} ,
\]

is approximately real-valued Gaussian distributed [4] with mean and variance

\[
\mu_\eta \equiv E\{\eta\} = \ell \sum_{m=1}^{N_{tx}} w_{m, u} P_{m, u} \quad \text{and} \quad \sigma_\eta^2 \equiv E\{|\eta - \mu_\eta|^2\} = \ell^2 \sum_{m=1}^{N_{tx}} w_{m, u}^2 P_{m, u}^2 .
\]

This means that \( \hat{b} \) is now a real-valued Gaussian bell, centered at \( \mu_\eta, b \) in the complex-plane on a line that intersects the origin and \( b \). As an example, a histogram plot, measured at \( E_\nu/N_0 = 12 \) dB showing the union of the different distributions of \( \hat{b} \) in the 4PSK case is given in Fig. 2.

The term \( \psi \) collects the portion of the interference (that is not reduced via nDFE) and cross-interference caused by other users \( \nu \neq u \), and the different noise sources. In this context, the distribution and statistics of the sum of the individual terms is of interest.
Figure 2. Histogram plot of the union of the different distributions of $\hat{b}$ in the 4PSK case, measured at $E_b/N_0 = 12$ dB.

The sum is formed of independent but not identically distributed random variables. These different disturbances contribute a small portion to $\psi$, i.e., the individual variances are arbitrarily small compared to their sum (an in depth derivation of these variances are found in [14, Appendix A]). Hence, Lindeberg’s condition is satisfied, and the interference plus noise terms converge to a zero-mean complex-valued Gaussian distribution.

Here, it can be clearly seen that, indeed, the sum converges to a zero-mean complex-valued Gaussian distribution.

For a given $b$, the candidate symbol $\hat{z}$ is a superposition of a real-valued Gaussian bell and a zero-mean complex-valued one, i.e., $\hat{z}$ conditioned on $b$ is described by an ellipsoidal complex-valued Gaussian bell

$$f_\ell(\hat{z} \mid b) = \frac{1}{\pi \sqrt{\det(\Sigma)}} e^{-(\hat{z} - b)\Sigma^{-1}(\hat{z} - b)},$$  

(21)

where $\det(\cdot)$ is the determinant of a matrix, and

$$\hat{z} \equiv \begin{bmatrix} \Re[\hat{z}] \\ \Im[\hat{z}] \end{bmatrix}, \quad \text{and} \quad \bar{b} \equiv \begin{bmatrix} \Re[b] \\ \Im[b] \end{bmatrix},$$

(22)

are the real-valued vector representation of the complex-valued quantities $\hat{z}$ and $\bar{b}$, and

$$\Sigma \equiv \begin{bmatrix} \alpha^2(2\sigma^2_\alpha + \sigma^2_\beta) + \beta^2\sigma^2_\beta & \beta^2(2\sigma^2_\alpha + \sigma^2_\beta) + \alpha^2\sigma^2_\beta \\ 2\alpha\beta\sigma^2_\alpha & 2\sigma^2_\alpha \end{bmatrix}$$

(23)

is the covariance matrix of the ellipsoidal distribution, with

$$\alpha \equiv \Re\{b\}, \quad \text{and} \quad \beta \equiv \Im\{b\},$$

(24)

defining the rotation (direction of the major axis) thereof.

The optimum decision at Step $\ell$ is then obtained by finding the index $\tilde{\kappa}_\ell$ and estimate $\hat{b}_{\tilde{\kappa}_\ell}$ from the remaining candidate symbols $\hat{z}_{u,\ell,\kappa}$ that maximizes (21),

$$\hat{b}_{\tilde{\kappa}_\ell} = \arg\max_{b \in \mathcal{M}} f_\ell(\hat{z}_{u,\ell,\kappa} \mid b),$$

(25)

$$\kappa \in \{1, \ldots, \kappa_u \} \setminus \{\kappa_0, \ldots, \kappa_{\ell-1}\}$$

(26)
which, by ignoring constants that do not affect the outcome of the maximization, and applying \( \log(\cdot) \) to the conditional pdf, is simplified to
\[
\hat{b}_{\kappa} = \arg\max_{b \in \mathcal{M}} \left( - (\bar{z} - \bar{b})^T \Sigma^{-1}(\bar{z} - \bar{b}) \right)
\]
\[
= \arg\min_{b \in \mathcal{M}} (\bar{z} - \bar{b})^T \Sigma^{-1}(\bar{z} - \bar{b}),
\]
(25)
i.e., the optimum decision is obtained by searching for \( \hat{z}_{u,\ell,\kappa} \) smallest squared Mahalanobis distance \([7]\) to \( b \in \mathcal{M} \). Here, unlike the phase-based approach, cf. Section II, the sorting and quantization to PSK symbols are not done separately. Compared to the pseudo-code representation in [11, Fig. 3], only Lines 8 and 9 are replaced by (25). In fact, the inverse of the covariance matrix \( \Sigma \) can be pre-computed and stored for employed PSK alphabet at the different detection steps \( \ell \). This means that, at the end, no increase in complexity is incurred.

Another approach would be to implement a suboptimum metric, based on an approximation of the conditional pdf given by (21). This is obtained by ignoring part of the statistical information, in this case the variance \( \sigma_n^2 \).

In the low-to-moderate SNR regime, the variance of the differentially-encoded data \( \sigma_n^2 \) is much smaller than that of interference-plus-noise term \( \sigma_n^2 \). This means that instead of the ellipsoidal complex Gaussian balls, the conditional pdf of \( \hat{z}_{u,\ell,\kappa} \) can be approximated by a spherical complex-valued Gaussian distribution, centered at \( \hat{\mu}_b \)
\[
f_{\text{approx}}(\hat{z}_{u,\ell,\kappa} | b) = \frac{1}{\pi \sigma_{\ell}^2} \exp \left(-|\hat{z}_{u,\ell,\kappa} - \hat{\mu}_b|^2/\sigma_{\ell}^2 \right).
\]
(26)
Searching for \( \hat{\kappa} \) that maximizes the approximate pdf gives
\[
\hat{b}_{\kappa} = \arg\max_{b \in \mathcal{M}} f_{\text{approx}}(\hat{z}_{u,\ell,\kappa} | b),
\]
which is simplified by applying \( \log(\cdot) \) to \( f_{\text{approx}}(\hat{z}_{u,\ell,\kappa} | b) \) and ignoring constants that are irrelevant for the outcome of the maximization,
\[
\hat{b}_{\kappa} = \arg\max_{b \in \mathcal{M}} (-|\hat{z}_{u,\ell,\kappa} - \hat{\mu}_b|^2/\sigma_{\ell}^2)
\]
\[
= \arg\min_{b \in \mathcal{M}} |\hat{z}_{u,\ell,\kappa} - \hat{\mu}_b|^2,
\]
(27)
i.e., the problem reduces to a minimum squared Euclidean distance search.

As before, Lines 8 and 9 of the pseudo-code found in [11, Fig. 3] are replaced. With this approximation, the only required statistic is \( \hat{\mu}_b \).

### IV. Numerical Simulations

Numerical simulations were conducted for an \( N_u = 3 \) multi-user scenario. The users are positioned at \( m_1 = 20 \), \( m_2 = 50 \), and \( m_3 = 85 \), and transmit a burst of \( N_\text{bl} = 201 \) (200 data and 1 reference) symbols, taken from a quaternary \( (M = 4) \) DPSK alphabet. The central base station is equipped with an \( N_p = 100 \) uniform linear array. The antennas at the receiver side are defined by the number of equidistant zeros in their horizontal radiation pattern \( N_\text{notch} \) (all elements in the array utilize the same pattern).

The geometrical channel model of [13] is presumed, which is described via the power-space profiles of all users. The PSPs are known at the receiver, but the actual channel realizations are not. Power control at the transmitters is assumed, such that the sum receive power \( E_{u,v} = \sum_m P_{m,u} \) of each user \( u \) is normalized to one, i.e., \( E_{h,u} = \bar{E}_h = 1 \). The average received energy per symbol is \( E_s = \bar{E}_s \). The signal-to-noise ratio is defined as \( E_s/N_0 = 1/\sigma_n^2 \) \((N_0) \) is the (two-sided in ECB domain) noise power spectral density) due to PSK signaling. Each channel coefficient \( h_{m,u} \) is drawn i.i.d. from zero-mean circular-symmetric complex Gaussian distributions with variance \( \sigma_m^2 \).

The required windowing coefficients \( w_{m,u} \) of each user \( u \) are obtained through offline numerical optimization using MATLAB’s sequential quadratic programming solver. Additionally, the user detection order for nDFE is obtained during this process.

#### A. High Multi-User Interference

To begin with, \( N_\text{notch} = 0 \) is chosen, leading to a channel model with a high overlap in the PSPs (high multi-user interference) of the three users (details of the channel model can be found in [13]). The symbol error rate (SER) vs. \( E_s/N_0 \) (in dB) is plotted in Fig. 4. The user detection order in the nDFE scheme is given as user 3 \( (\triangledown) \) followed by user 1 \( (\Box) \) and then user 2 \( (\lozenge) \). Here, a gain of about 1 dB for user 1 \( (\Box) \) and user 2 \( (\lozenge) \) is achieved when applying detection with pdf-based (maximum-likelihood metric) detection (solid curves), compared to the straightforward phase-quantization-based approach (dashed curves). In case of user 3 \( (\triangle) \), we see an increase in performance of approximately 0.5 dB.

SER curves for coherent detection using maximum-ratio combining (MRC), and BLAST1 [5] with perfect channel
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1Bell Laboratories Layered Space-Time: successive interference cancellation over the users.
knowledge, which is superior to matched filtering only (MRC), are given for reference in dash-dot and solid gray, respectively.

Noteworthy, the curves for detection based on the suboptimum metric (not shown) are almost indistinguishable from that for the optimal one. This means that the approximation holds well in this SNR range. In fact, only when going to higher SNRs, a measurable difference in the SERs can be seen. To highlight this, the error rates measured at $E_s/N_0 \approx 17$ dB to $E_s/N_0 \approx 18.5$ dB in 0.5 dB increments are collected in Table I. Although the difference is small, indeed the suboptimal metric using the squared Euclidean distance performs slightly worse, i.e., information which given by the Mahalanobis distance is lost. For comparison, the SERs using phase-based DFDD are given.

### B. Low Multi-User Interference

Now, $N_{\text{match}} = 4$ is set. This leads to a channel model with a much smaller overlap in the power-space profiles of the three users, when compared to the previous case. nDFE use the same user detection order (\(\text{pdf} \rightarrow \text{phase} \rightarrow \text{MRC}\)). The symbol error rate vs. $E_s/N_0$ (in dB) is plotted in Fig. 5. Here, all users benefit from a small increase in SER performance, minimizing the gap between DFDD/nDFE and coherent detection with perfect channel knowledge. In fact, noncoherent detection using the ML metric performs almost as good as MRC.

It is worth noting that the power efficiency loss incurred due to noisy channel estimates is not considered here. This means that DFDD/nDFE with pdf-based sorting would outperform coherent detection by a large margin.

### V. CONCLUSIONS

In this paper, the maximum-likelihood metric for optimum sorting for correlation-based detection in the noncoherent massive MIMO setting was derived. Employing this new metric incurs no additional complexity in the detection algorithms. As in the phase-quantization-error-based approach, only statistical knowledge at the receiver is required.

This improved receiver presents a low-complexity high-performing alternative to coherent detection with channel estimation. In certain scenarios, noncoherent detection with pdf-based sorting performs similarly to coherent detection.

---

### Table I

<table>
<thead>
<tr>
<th>$E_s/N_0$ (in dB)</th>
<th>SER (Optimal)</th>
<th>SER (Suboptimal)</th>
<th>SER (Phase-based)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>user 1</td>
<td>user 2</td>
<td>user 3</td>
</tr>
<tr>
<td>11</td>
<td>1.471</td>
<td>0.830</td>
<td>0.640</td>
</tr>
<tr>
<td>13</td>
<td>1.392</td>
<td>0.783</td>
<td>0.609</td>
</tr>
<tr>
<td>15</td>
<td>1.364</td>
<td>0.757</td>
<td>0.640</td>
</tr>
<tr>
<td>17</td>
<td>1.358</td>
<td>0.764</td>
<td>0.640</td>
</tr>
<tr>
<td>18</td>
<td>1.358</td>
<td>0.764</td>
<td>0.640</td>
</tr>
</tbody>
</table>

When considering the loss due to noisy channel estimation in the coherent case, pdf-based DFDD/nDFE would provide a much better error-rate performance.
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