Arbitrary Length Reducible and Irreducible Perfect Gaussian Integer Sequences with A Pre-Given Gaussian Integer
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Abstract—In this paper we will discuss two construction schemes on arbitrary length perfect Gaussian integer sequence (PGIS) with a pre-given constant. The first scheme uses geometric series, which brings reducible PGIS. We will also discuss the irreducible case and find an easy way to obtain PGIS for even length. Moreover, the same concept can be applied for some odd length $N = 3p$ by using Ramanujan’s Sum. Concrete examples are provided.
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I. INTRODUCTION

A finite sequence $x(n)$ with length $N$ is called perfect or zero autocorrelation (ZAC) if its autocorrelations satisfy

$$R_{xx}(m) = \sum_{n=0}^{N-1} x(n-m)x(n) = C\delta(m),$$

for all integer $m$ and some constant $C$. The notation $\pi$ is the complex conjugate of $x$, $\delta(n)$ is the delta function such that

$$\delta(n) = \begin{cases} 1 & n = 0 \\ 0 & n \neq 0 \end{cases},$$

and the index $n \equiv (n \mod N)$, in every sequence $x(n)$.

In particular, a sequence $x(n)$ is called perfect Gaussian integer sequence (PGIS) if it is perfect and complex integer valued

$$x(n) \in \mathbb{Z}[i] = \{a + bi | a, b \in \mathbb{Z}\},$$

where $i = \sqrt{-1}$.

There are many kinds of perfect sequences, and their applications can be found in many research topics. In particular, perfect integer or Gaussian integer sequences have been studied a lot [1]-[14] over the years because they have many applications such as code division multiple access (CDMA) [10], equalization, synchronization, channel estimation, cell search and CW radar [11], [15]. A survey of the perfect Gaussian integer sequences can be found in the reference [11]. In addition, in the Chapter 7 of [16], Fanxin Zeng et al. have a complete discussion on perfect sequences and perfect arrays for communications.

Recently a special kind of perfect Gaussian integer sequence is discussed [17]. More precisely, this PGIS is further constrained to contain a pre-given Gaussian integer $c = a + bi$. In [17], some methods for even length are proposed, but non of these methods can be generalized to odd case.

Naively, if we can generate a PGIS $x(n)$ which contains a ”1”, then the desired PGIS can be obtained by multiplying $x(n)$ with $c$. In other words, $c \cdot x(n)$ is a PGIS with a pre-given Gaussian integer. We call this PGIS reducible.

**Definition 1.** A Gaussian integer sequence $y(n)$ is reducible if there exists a Gaussian integer $c$ and another Gaussian integer sequence $x(n)$ such that

$$y(n) = c \cdot x(n).$$

Otherwise, it is called irreducible.

In Section III, we will prove that for any sequence length $N$, there exists a reducible PGIS with any pre-given constant $c = a + bi$. The irreducible PGIS construction, however, is still an open problem. In Section IV, we will discuss how to solve this in some special cases.

II. PRELIMINARY

The discrete Fourier transform (DFT) of $x(n)$ is defined as

$$\hat{x}(m) = \sum_{n=0}^{N-1} x(n)W_N^{nm},$$

where $n, m \in \{0, 1, 2, ..., N - 1\}$, $W_N = e^{-2\pi i/N}$.

We define constant amplitude (CA) as follows.

**Definition 2.** A sequence $x(n)$ is constant amplitude (CA) if

$$|x(n)| = A,$$

for some constant $A$

A very useful theorem about how CA and ZAC are related states as follows.
Theorem 1. A sequence $x$ is CA if and only if its DFT $\hat{x}$ is ZAC. Similarly, a sequence $x$ is ZAC if and only if its DFT $\hat{x}$ is CA.

Proof. See [18].

A sequence $s_{N,d}(n)$ is called gcd-delta function if

$$s_{N,d}(n) = \delta(d - \gcd(N, n)) = \begin{cases} 1, & \gcd(N, n) = d \\ 0, & \text{otherwise.} \end{cases}$$

(5)

where $\gcd(a, b)$ is the greatest common divisor of two integers $a$ and $b$. The DFT of gcd-delta function is called Ramanujan’s Sum [19].

$$\hat{s}_{N,d}(m) = \sum_{n=0}^{N-1} s_{N,d}(n) W_N^{mn} = \sum_{\gcd(n,N)=d} W_N^{nm}.$$  

(6)

It is noted that despite (6) is a complex sum, $\hat{s}_{N,d}(m)$ is always integer.

Example 1.

$$s_{6,2} = [0, 0, 1, 0, 1, 0]^T,$$

$$\hat{s}_{6,2} = [2, -1, -1, 2, -1, -1]^T$$

where $T$ means vector transpose.

III. ARBITRARY LENGTH REDUCIBLE PGIS WITH A PRE-GIVEN CONSTANT

As we have discussed in the introduction, generating reducible PGIS is equivalent to finding a PGIS which contains at least an "1". In other words, we want to find a PGIS $x(n)$ such that

$$x(k) = 1$$

(7)

for some integer $k$. There are some perfect integer sequences derived from difference set [8], [20]–[25] which have this property. Recall that a $(v, k, \lambda)$ difference set is a subset $D$ of size $k$ of a group $G$ of order $v$ such that every nonidentity element of $G$ can be expressed as a product $d_1 d_2^{-1}$ of elements of $D$ in exactly $\lambda$ ways.

For a concrete example, if $N = 7$ then

$$x(n) = [-1, 1, 1, 0, 1, 0, 0]^T$$

(8)

is a perfect sequence derived from (7,3,1) difference set. However, this method cannot be applied to arbitrary length since difference sets only exist for some $N$.

Luckily in [13], a construction method for PGIS from geometric series is proposed, which can be applied to arbitrary $N$. The first step is choosing a ratio $z$, $|z| = r \neq 1$ and let

$$y(n) = z^n = [1, z, z^2, \ldots, z^{N-1}].$$

(9)

The DFT of $y(n)$ is

$$\hat{y}(m) = \sum_{n=0}^{N-1} z^n W_N^{mn} = \frac{1 - z^N}{1 - z W_N^m}.$$  

(11)

To make $\hat{y}$ CA, so that $y$ is ZAC, we can use the following theorem.

Theorem 2. For any complex number $z' = re^{i\theta}$, where $r = |z'| \neq 1$,

$$\left| \frac{1}{1 - z'} - \frac{1}{1 - r^2} \right| = \left| \frac{r}{1 - r^2} \right|$$

(12)

In other words, the magnitude of $\frac{1}{1 - z'} - \frac{1}{1 - r^2}$ only depends on $r$ and is independent to $\theta$.

Proof. See [13].

Applying Theorem 2 to (11) and assume

$$\hat{f}(m) = \hat{y}(m) - \frac{1 - z^N}{1 - r^2} = (1 - z^N) \left( \frac{1}{1 - z W_N^m} - \frac{1}{1 - r^2} \right).$$

(13)

In other words, let $z' = z W_N^m$

$$|\hat{f}(m)| = \left| (1 - z^N) \left( \frac{1}{1 - z^N} - \frac{1}{1 - r^2} \right) \right| = \left| 1 - z^N \right| \left| \frac{r}{1 - r^2} \right|.$$  

(14)

is CA, which implies the inverse DFT of $\hat{f}(m)$

$$f(n) = \begin{cases} 1 - \frac{1 - z^N}{z}, & n = 0 \\ \frac{1 - z^N}{z}, & \text{otherwise.} \end{cases}$$

(15)

is ZAC.

However, $f$ do not have any "1" in general. Moreover, $f(0)$ is not a Gaussian integer if $|1 - r^2| > 1$. To solve these problems, the final construction step is let $z = 1 + i$. Note that $r = |z| = \sqrt{2}$ and $\frac{1}{1 - r^2} = -1$.

$$f(n) = \begin{cases} 1 - \frac{1 - z^N}{z}, & n = 0 \\ \frac{z^n}{z}, & \text{otherwise} \end{cases}$$

(16)

Therefore, by $2 = (1 + i)(1 - i) = z(1 - i)$

$$x(n) = \frac{f(n)}{z} = \begin{cases} (1 - i) - (1 + i)^{N-1}, & n = 0 \\ (1 + i)^n, & \text{otherwise} \end{cases}$$

(18)

is a PGIS. When $n = 1$, $x(1) = 1$.

We summarize the above discussion as the following theorem.

Theorem 3 (Main Result). For any length $N$, there exists a PGIS with one "1". In particular,

$$x(n) = \begin{cases} (1 - i) - (1 + i)^{N-1}, & n = 0 \\ (1 + i)^n, & \text{otherwise} \end{cases}$$

(19)

is an example, where $x(1) = 1$.

Example 2 (Odd and prime case). Let $N = 3$,

$$x(n) = \begin{bmatrix} 1 - 3i \\ 1 \\ 1 + i \end{bmatrix}$$

(20)

is a PGIS.
Example 3 (Even and non-prime case). Let $N = 4$, 

$$x(n) = \begin{bmatrix} 3 - 3i \\ 1 \\ 1 + i \\ (1 + i)^2 \end{bmatrix} = \begin{bmatrix} 3 - 3i \\ 1 \\ 1 + i \\ 2i \end{bmatrix}$$

(21)

is a PGIS. In fact, the DFT of $x(n)$

$$\hat{x}(m) = [5, -5i, 3 - 4i, 4 - 3i]^T$$

(22)

which is obviously CA with $A = 5$.

From these examples we can observe that this method can be applied no matter $N$ is even or odd.

Note: We just use the case $z = 1 + i$ to prove the existence, but in fact, as long as we can find $z$ such that

$$f(0) = 1 - \frac{1 - z^N}{1 - z^2} = z(a + bi)$$

is a Gaussian integer multiplied by $z$, then by (15) we can derive another PGIS with "1".

Example 4. Let $N = 4$ and $z = 1 + 2i$. By (15),

$$f(n) = \begin{cases} 1 - \frac{1 - z^N}{z^N}, & n = 0 \\ \frac{1}{z^n}, & \text{otherwise} \end{cases}$$

(23)

$$\Rightarrow [3 + 6i, 1 + 2i, -3 + 4i, -11 - 2i].$$

(24)

We can note that $f(0) = 3(1 + 2i) = 3z$, therefore,

$$x(n) = \frac{f(n)}{z} = [3, 1, 1 + 2i, -3 + 4i]$$

(25)

is another PGIS with "1", which is not derived from theorem 3.

IV. IRREDUCIBLE PGIS WITH PRE-GIVEN CONSTANT

The PGIS derived from Theorem 3 is reducible and has high dynamic range. The largest value with $z = 1+i, |z| = \sqrt{2}$ will be $|z^{N-1}| = 2^{\frac{N-1}{2}}$ while the smallest one is 1. Meanwhile, [17] proposed some algorithms to construct irreducible PGIS, but only suitable for even length. In this section, we will briefly introduce a method to make even length PGIS with pre-given constant, which is slightly different from [17]. Then we will extend it to some odd length. More precisely, the proposed method can applied to $N = 3p$ where $p > 3$ is a prime number.

A. Even length construction

Assume the sequence length $N = 2K$ for some positive integer $K$. Define two sequences $x_1(n)$ and $x_2(n)$,

$$x_1(n) = \begin{cases} 1, & n \text{ is odd} \\ 0, & n \text{ is even} \end{cases}$$

(26)

$$x_2(n) = \begin{cases} K - 1, & n = 0 \\ -1, & n \neq 0, n \text{ is even} \\ 0, & n \text{ is odd} \end{cases}$$

(27)

The DFT of $x_1$ and $x_2$ are

$$\hat{x}_1(m) = \begin{cases} K, & n = 0 \\ -K, & n = K \\ 0, & \text{otherwise} \end{cases}$$

(28)

$$\hat{x}_2(m) = \begin{cases} 0, & n = 0, K \\ K, & \text{otherwise} \end{cases}$$

(29)

In other words, $|\hat{x}_1|$ and $|\hat{x}_2|$ are binary and complement to each other. Therefore, for any pre-given Gaussian integer $c$, if we can find another Gaussian integer $c'$, such that $|c'| = |c|$, then

$$x(n) = c \cdot x_1(n) + c' \cdot x_2(n)$$

(30)

is a PGIS with $c$, since $\hat{x}$ is CA. In particular, $|\hat{x}(m)| = K|c|$ for all $m$.

Example 5. Let $N = 6$ and $c = 1 + 2i$, by definition, (Equations (26) to (29))

$$x_1(n) = [0, 1, 0, 1, 0, 1]^T,$$

(31)

$$x_2(n) = [2, 0, -1, 0, -1, 0]^T,$$

(32)

and

$$\hat{x}_1(m) = [3, 0, 0, -3, 0, 0]^T,$$

(33)

$$\hat{x}_2(m) = [0, 3, 3, 0, 3, 3]^T.$$ 

(34)

Suppose we choose $c' = 1 - 2i$, then the final PGIS is

$$x(n) = c \cdot x_1(n) + c' \cdot x_2(n)$$

(35)

$$= \begin{bmatrix} 2 - 4i \\ 1 + 2i \\ -1 + 2i \\ 1 + 2i \end{bmatrix}$$

(36)

It is noted that $x(n)$ is irreducible since $1 + 2i$ and $-1 + 2i$ has no common factor.

The amplitude of $x$ from the example above is shown in Figure 2a, and its auto-correlation $R_{xx}$ is demonstrated in Figure 2b. Note that $R_{xx}(m) = 0$ for all $m \neq 0$. In Figure 2c, additional noise has been added $y = x + n$, where $x$ in Gaussian noise with variance equal to 1. The auto-correlation $R_{ny}$ is illustrated in Figure 2d. $R_{ny}(0)$ has at least 7db gain compared to other $m \neq 0$. As result, it shows that ZAC sequence can be applied in synchronization under noise environment.

B. Odd length construction using Ramanujan’s Sum when $N = 3p$

From the last section we have learned the tricks to construct an irreducible PGIS with pre-given constant. First we must choose two integer sequences $x_1$ and $x_2$ such that

- In time domain, there is an index $k$ such that $x_1(k) = 1$ and $x_2(k) = 0$. 
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\[ \hat{s}_{15,15}(n) = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]^T, \]
\[ \hat{s}_{15,1}(n) = [8, 1, 1, -2, 1, -4, -2, 1, -2, -4, 1, -2, 1, -2, -4, 1]^T \]
\[ \hat{s}_{15,3}(n) = [4, -1, -1, -1, 4, -1, -1, -1, 4, -1, -1, -1, 4, -1, -1, -1]^T \]
\[ \hat{s}_{15,5}(n) = [2, -1, -1, 2, -1, -1, 2, -1, 2, -1, 2, -1, 2, -1, -1, -1]^T. \]

Fig. 1: Ramanujan’s Sum for \( N = 15 \), where \( T \) means vector transpose.

\[ \begin{align*}
\hat{x}_1(m) &= A, \quad \forall s \in \mathbb{S} \\
\hat{x}_2(m) &= A, \quad \forall s \notin \mathbb{S}
\end{align*} \]

Thus, the above second condition in frequency domain is also satisfied. Let \( c = 1 + 2i \) and \( c' = 1 - 2i \), the final PGIS using \( x_1 \) and \( x_2 \) in (37) and (38) is

\[ x(n) = \begin{cases} 
-4 + 12i & n = 0 \\
1 + 2i & n = 1, 3, 4, 6, 7, 9, 12, 13 \\
-2 + 8i & n = 2, 8, 11, 14 \\
8 - 12i & n = 5 \\
11 - 18i & n = 10
\end{cases} \]

where \( x_2(n) = \begin{cases} 
-5 & n = 0 \\
0 & n = 1, 3, 4, 6, 7, 9, 12, 13 \\
-3 & n = 2, 8, 11, 14 \\
7 & n = 5 \\
10 & n = 10
\end{cases} \)

The idea behind this construction includes

- Ramanujan’s Sum is always integer, so will be \( x_1 \) and \( x_2 \).
- The DFT of Ramanujan’s Sum comes back to gcd-delta function, which guarantee the amplitude of frequency domain will have only 0 or \( N \).
- The shifted \( \hat{s}_{N,p} \) in time domain does not change the amplitude in frequency domain.
- In order to satisfy the first condition in time domain and make \( x_2(k) = 0 \), the shifted \( \hat{s}_{N,p} \) must be used since it can provide a “2”, which can be canceled as (40). If \( N \neq 3p \), there is no “2” so the same trick cannot be used easily.

V. CONCLUSION

In this paper we prove perfect Gaussian integer sequence (PGIS) with a pre-given constant can be constructed on arbitrary length \( N \). By reviewing the concept of geometric series, the PGIS will contain a “1” when \( 1 + i \) is chosen as ratio, so reducible PGIS can be obtained. We also discussed the irreducible case and found another easy way to obtain PGIS for even length. Moreover, the same concept can be generalized to odd length \( N = 3p \) by using Ramanujan’s Sum.
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