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Abstract—An algorithm is proposed for stable determination of the normalized discrete Chebyshev polynomials. This is achieved by adaptively restricting the range over which the recurrence relation or difference equation is applied. The adaptation of the range is controlled by a factor indicating how much the normalized basis functions are allowed to deviate from unit norm.
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I. INTRODUCTION

Discrete Chebyshev polynomials are being used in various signal processing areas like texture recognition [1], image recognition [2]-[6], image compression [7]-[11] and speech processing and recognition [12], [13]. A problem that has been noted is the numerical evaluation of these functions [14]. Especially at high orders, numerical inaccuracies may accumulate when determining these polynomials from their recurrence or difference equation. We will show where these numerical issues occur, and propose an effective strategy to deal with them. While the practical cases where both large discrete support and high polynomial order are required may be limited, this paper offers an elegant solution that fits nicely with the underlying theory of normed spaces, as the proposed adaptation is norm-driven.

The strategy enables to calculate the discrete Chebyshev polynomials with an upfront specified accuracy. This is achieved by a control mechanism which adds a computational burden. The paper does not address the computational load or speed of the algorithm as this would involve practically relevant operating points in terms of number of samples, order of the approximation and required performance of the considered application. This is beyond the scope of the current work; for aspects like these we refer to [15], [16].

II. DISCRETE CHEBYSHEV POLYNOMIALS

A. Orthogonal polynomials

The discrete Chebyshev polynomials fall in the category of classical orthogonal polynomials, a set of functions sharing various properties. Here we only consider the discrete Chebyshev polynomials and especially their normalized variant. We denote the discrete Chebyshev polynomials as \( t_n \). They are defined on a finite discrete interval of \( N \) points denoted by the variable \( x \) with \( x \in [0, N-1] \). There are \( N \) polynomials forming an orthogonal basis in \( \mathcal{R}^N \) with \( n \) denoting the order of the polynomial and running from 0 to \( N-1 \). The orthogonality implies

\[
\sum_{x=0}^{N-1} t_n(x)t_m(x) = \delta_{nm}H_n^2
\]

where \( \delta_{nm} \) denotes the Kronecker delta and \( H_n \) is the norm of the \( n \)th polynomial.

It is often desired to use a set of orthonormal basis functions. These can easily be constructed from \( t_n \) and \( H_n \) by

\[
T_n = t_n/H_n.
\]

For obvious reasons, we call these the orthonormal discrete Chebyshev functions.

B. Recurrence relation

Like all classical orthogonal polynomials, the discrete Chebyshev polynomials adhere to a 3-terms recurrence relation, in particular

\[
(n+1)t_{n+1}(x) = (2n+1)(2x-N+1)t_n(x) - n(N^2-n^2)t_{n-1}(x)
\]

with \( t_0(x) = 1 \) and \( t_1(x) = 2x-N+1 \). It is clear that the functions \( T_n(x) \) adhere to a similar recursion which can be found by substituting (2) in (3). The explicit expression for the norms is given by

\[
H_n^2 = \frac{N(N^2-1^2)(N^2-2^2)\cdots(N^2-n^2)}{2n+1} = \frac{2n-1}{2n+1}(N^2-n^2)H_{n-1}^2.
\]

C. Difference equation

The discrete Chebyshev polynomials adhere to a second-order difference equation which can also be expressed as a 3-term recurrence relation in the \( x \) variable (i.e., for fixed \( n \), in particular,

\[
t_n(x) = \alpha t_n(x-1) + \beta t_n(x-2)
\]
for \( n \in [0, N - 1] \) and \( x \in [2, N - 1] \). From (2) it is obvious that the exact same relation holds for \( T_n \). The coefficients are given by

\[
\alpha = \frac{-n(n + 1) - (2x - 1)(x - N - 1) - x}{x(N - x)} \tag{6}
\]

\[
\beta = \frac{(x - 1)(x - N - 1)}{x(N - x)} \tag{7}
\]

D. Numerical and computational issues

Numerical evaluation of the orthonormal functions can be done in various ways. One can start from explicit expressions of \( t_n(0) \) and \( t_n(1) \) (or \( T_n(0) \) and \( T_n(1) \)) and use (5) to evaluate the polynomials. Numerical problems occur because at larger \( n \) the initial values are very small, which means that there is a relatively large quantization error that propagates through the whole calculation. One might think that the initialization of the recurrence could be chosen better (e.g., the middle of the interval); this however does not eliminate the problem.

Alternatively, starting from the first two polynomials one can use the recurrence relation (3) to generate \( t_n \) and use (4) to establish \( T_n \). This is also numerically problematic in the sense that the calculated values of \( t_n \) grow rather quickly (as can also be seen from the norm \( H_n \)). A solution to this is to establish the recurrence relation for \( T_n \) directly and evaluate this. In particular we have

\[
T_{n+1}(x) = a_n(2x - N + 1)T_n(x) - b_nT_{n-1}(x) \tag{8}
\]

with

\[
a_n = \frac{\sqrt{(2n + 1)(2n + 3)}}{n + 1} \frac{1}{\sqrt{N^2 - (n + 1)^2}} \tag{9}
\]

\[
b_n = \frac{n}{n + 1} \sqrt{\frac{2n + 3}{2n - 1} \sqrt{\frac{N^2 - n^2}{(N^2 - (n + 1)^2)}}} \tag{10}
\]

where the recursion can be started with \( T_0(x) = 1/\sqrt{N} \) and \( T_1(x) = \sqrt{3}(2x - N + 1)/\sqrt{N(N^2 - 1)} \). This reduces the propagation of errors and results in an extended but still limited range of polynomial orders for a given error. We programmed these approaches in Matlab and tried to generate the polynomials for all orders. The deviation of the norm of the constructed sequences from the expected unit norm were determined. The maximum deviation over all polynomials at a given interval size \( N \) was taken and this is shown in Fig. 1.

We see that for the interval size up to 30, the maximum deviation is at the level of the machine accuracy. From 30 onwards, there is a steady increase in deviation, with the maximum deviation always occurring at the highest polynomial order. At \( N = 60 \), the deviation is larger than the expected norm itself.

The problems arise at particular positions of \( x \) as is exemplified in Fig. 2, where the discrete Chebyshev function is plotted for \( n = N - 1 = 55 \). For this setting, the deviation from unit norm is about 18%, and thus should be visually observable when displayed graphically. The circles are the approximation to the true values stemming from the algorithm proposed later, the dashed line is the data obtained by using the recurrence relation for \( T_n \). In this case, the error by using the standard recursion is still relatively small; as mentioned the squared norm is about 18% more than it is supposed to be. At the endpoints \( (x = 0 \text{ and } X = N) \) the function becomes small. The coefficients on the other hand become large at high \( n \), especially near the endpoints. These are the areas where the propagation errors need to be controlled [15].

For all practical applications, the \( T_n(x) \) values at which the propagation errors occur can be set to zero as the effective support of the Chebyshev function narrows with polynomial order. This is shown in the following.

For an arbitrary function \( f \) the center of energy \( M_f \) and the

![Fig. 1. Maximum deviation from unit norm over all polynomial orders as a function of interval size \( N \) when calculating the discrete Chebyshev using the recurrence relation.](image)

![Fig. 2. Discrete Chebyshev polynomial for \( n = N - 1 = 55 \). The circles give the true values, the dashed line the calculated ones using the recurrence relation.](image)
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Effective support (or width) $S_f$ are defined as 
\[ M_f = \sum x f^2(x)/\|f\|^2, \]
and
\[ S_f^2 = \sum (x - M_f)^2 f^2(x)/\|f\|^2. \]

The two measures are indicative of the position and size of the region where the bulk of the energy of the function $f$ is located. We define $M_n$ as the center of gravity of the $n$th normalized Chebyshev function $T_n$. In view of the (anti-)symmetry in the Chebyshev polynomials, we have $M_n = (N-1)/2$. We define $S_n$ as the effective support of the $n$th normalized Chebyshev function $T_n$ for which it can be easily shown that
\[ S_n = \sqrt{1 + b_n^2}/2a_n \]
in view of (8). Substitution of (9)-(10) shows that for large $n$ the effective support is continuously decreasing. We note that the calculation of center of gravity and effective width is extremely simple due to the specific form of the recurrence relation. This carries over to the other classical orthogonal polynomials. In a similar vein, the second-order differential or difference equation of orthogonal polynomials can be used to define compactness in the polynomial domain, see [17].

An example of the effective width is shown in Fig. 3 for a discrete interval of size $N = 1000$. After a short initial increase (the effective width of the first-order polynomial is larger than that of the zeroth order), the effective support is monotonically decreasing. This observation inspired the algorithm discussed below.

**III. PROPOSED ALGORITHM**

**A. Central idea**

In view of the problem sketched above, we propose the following. First, we note symmetry in the polynomials:
\[ t_n(x) = (-1)^n t_n(N - 1 - x). \]

This symmetry reduces the number of computations by half. Therefore, we need only to apply the recursion for $x \in [(N-1)/2], N]$. Suppose that we tolerate a deviation of $\epsilon$ from unit norm. After each recursion step, we evaluate
\[ L_n(M) = \left\{ \begin{array}{ll} \sum_{x=N/2}^{M} 2T_n^2(x) \\ T_n^2((N-1)/2) + \sum_{x=(N+1)/2}^{M} 2T_n^2(x) \end{array} \right. \]
for even and odd $N$, respectively, with $M = [(N + 1)/2], \ldots, N-1$. We limit the use of the recursion in step $n + 1$ to those centrally located $x$-values that give a result sufficiently close to unity for the current $n$. Therefore, we search $X_n$ as the lowest value $M$ for which the following criterion is met:
\[ X_n(\epsilon) = \min \arg_M \{ L_n(M) > 1 - \epsilon \}, \]
where $\epsilon$ is called the tolerance. In Fig. 4, $X_n$ is plotted for two tolerances: $\epsilon = 10^{-4}$ and $10^{-8}$. We make two observations. Firstly, except for the first few orders, the curve has a shape that is essentially identical to that of the effective support. Secondly, for two largely different tolerances, the truncation index $X_n$ is very steady.

In the proposed algorithm, we set a certain tolerance and take
\[ T_k(X_n) = 0 \text{ for all } k > n \]
or, in other words, we stop executing the recursion algorithm at $x = X_n$ beyond this $n$. The range of $x$ values over which the recursion is evaluated reduces gradually with the polynomial order $n$, but the example of Fig. 4 in combination with the general monotonically decreasing behaviour of the effective support suggest that this approach will guarantee a small
deviation from the unit norm for each constructed function \( T_n \) where the maximum deviation in norm is completely controlled by setting \( \epsilon \).

In practice, it is advised to choose the tolerance \( \epsilon \) based on \( N \). An evenly distributed signal strength (first-order polynomial) would be \( 1/N \) power addition per sample. Setting \( \epsilon \) a fraction of that (e.g., \( \epsilon = N/1000 \)) gives visually nice results. A lower \( \epsilon \) gives more accuracy, a higher \( \epsilon \) gives more speed in the calculation. In view of Fig. 4 the speed gain is rather limited. It is obvious that the tolerance must be chosen according to several orders of magnitude above machine precision.

We note that the procedure only makes sense for general purpose applications. For many dedicated applications, pre-computation of the discrete Chebyshev functions (preventing repeated computation, including the additional computations required to control the accuracy) is likely a more logical choice.

### B. Results

In Fig. 5 we have plotted the difference between unity and the norm of the orthonormal functions as calculated by the algorithm for \( N = 10000 \) and \( \epsilon = 1/(1000N) \). Though it is very doubtful if anybody is ever going to use these functions for this large number of data and such high orders, it demonstrates the performance very well.

We observe that the algorithm guarantees a difference that is less than the tolerance for each order \( n \), even though the size over which the recurrence operates is only allowed to shrink and never to increase. Secondly, we observe that at about \( n = 400 \) the support shrinkage kicks in. Having shrunk the size, the norm is low (close to tolerance) but then starts to recover (the deviation reduces). This is due to the fact that the functions become increasingly compact with increased order. This continues until the error propagation at the boundaries starts to play a role again, forcing a new shrinkage of the range where the recurrence relation is operated.

In Fig. 6 we have plotted the maximum of the absolute value of the inner product of function \( T_n \) with any other function \( T_k \). We note that the procedure only makes sense for general purpose applications. For many dedicated applications, pre-computation of the discrete Chebyshev functions (preventing repeated computation, including the additional computations required to control the accuracy) is likely a more logical choice.

### IV. Conclusion

We have proposed an algorithm for calculating the discrete orthonormal Chebyshev functions. The algorithm is based on the recurrence relation and mitigates its numerical problems by shrinking the range over which the recurrence is executed. A similar method can be constructed for the case where the functions are calculated based on the difference equation, where, preferably, the difference equation is initialized at the mid of the interval.
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