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Abstract—Conventional sampling and interpolation commonly rely on discrete measurements. In this paper, we develop a theoretical framework for extrapolation of signals in higher dimensions from knowledge of the continuous waveform on bounded high-dimensional regions. In particular, we propose an iterative method to reconstruct bandlimited multidimensional signals based on truncated versions of the original signal to bounded regions—herein referred to as continuous measurements. In the proposed method, the reconstruction is performed by iterating on a convex combination of region-limiting and bandlimiting operations. We show that this iteration consists of a firmly nonexpansive operator and prove strong convergence for multidimensional bandlimited signals. In order to improve numerical stability, we introduce a regularized iteration and show its connection to Tikhonov regularization. The method is illustrated numerically for two-dimensional signals.
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I. INTRODUCTION

Sampling and reconstruction of one-dimensional bandlimited signals based on discrete samples has been widely studied in signal processing. This extends from the conventional sampling theorem [1], where discrete samples are taken at equally-spaced time instants, to more general irregular sampling schemes [2], [3]. Further generalizations to other function spaces can be found, for example, in connection to wavelets or parametrized functions [4].

In contrast, we propose a sampling and reconstruction paradigm for bandlimited multidimensional signals where measurements consist of truncated versions of the original signal, i.e., they are based on knowledge of the full waveform on a predefined set of bounded regions. We will refer to these as continuous measurements. In particular, consider the function \( \chi_D \), which evaluates to 1 if its argument is in the set \( D \), and 0 otherwise. Then, the measurements of the source signal \( h \) are given by the set \( \{ \chi_{D_m}(x) \cdot h(x) \}_{m=1}^{M} \) where \( D_m \) corresponds to a bounded region, \( M \) is a positive integer denoting the total number of measurements, and \( x \in \mathbb{R}^N \) for some \( N \geq 1 \). Fig. 1 shows an example of the sampling regions considered in this framework. In practice, conducting or processing a continuous measurement is non-trivial and is beyond the scope of this paper. We work on the assumption that the underlying signal \( h \) is continuously known inside all regions \( D_m \).

In some settings, these continuous measurements can be further alleviated by only considering the values along the contours of the regions. For example, in acoustics, optics, or seismology [5]–[7], the Kirchhoff-Helmholtz integral equation fully determines the values inside a region based on the values on its contour. Additionally, continuous measurements can be viewed as an extreme case of discrete sampling by highly oversampling confined regions in space. This can be of particular interest in room acoustics where it is becoming common that commercial loudspeakers are equipped with an increasing number of built-in microphones. Many of these multidimensional functions are approximately bandlimited and their reconstruction is useful in many applications [8], [9].

At first sight, recovery of a function in the entire space, from continuous measurements in a subspace, seems hopeless since some information about the signal is expected to be lost and the solution to the reconstruction problem may not be unique unless further knowledge of the signal structure is available. However, the main observation underlying our approach is that bandlimited signals—in any dimension—can be viewed as analytic functions on their whole domain [3]. By analytic continuation [10], a unique representation by their values, for example, on a bounded region, is then guaranteed.

Within the context of spectral estimation, Papoulis [11] exploited this property by proposing an iterative method to reconstruct a one-dimensional bandlimited signal from a single segment. In [12], this approach was later formalized within operator theory where a one-step procedure of Papoulis’ iteration was derived for a restricted class of bandlimited signals. The first connection to nonexpansive operators was introduced in [13] but still in the one-dimensional case. In connection to the uncertainty principle, it was shown in [14] that stable reconstruction using Papoulis’ algorithm is possible, for example, whenever the missing information of the signal of interest lies on finite segments. Note that the latter assumes knowledge of the whole signal except for some missing segments as opposed to known segments as in [11]. Papoulis’ algorithm can also...
be viewed as an alternating projection method that has been applied to more general scenarios assuming different a priori knowledge of the signal [15]–[18].

In this paper, we prove reconstruction of bandlimited multi-dimensional signals from multiple continuous measurements, i.e., from individual—possibly weighted—truncated versions of the original signal. We first formulate the problem in Section II. In Section III, we propose an iterative method, consisting of a firmly nonexpansive operator that inverts these truncation operators. We prove strong convergence of this sequence of iterates. In Section III-C, we introduce a regularized version of this method in order to improve robustness. We illustrate our theoretical results numerically in Section IV by providing some examples in the two-dimensional case.

II. PROBLEM FORMULATION

We aim at reconstructing a bandlimited signal $h : \mathbb{R}^N \to \mathbb{R}$ from its continuous measurements. In other words, the goal is to extrapolate a bandlimited function $h$ to its entire domain $\mathbb{R}^N$ when $h$ is only known on a bounded set $D \subset \mathbb{R}^N$, where $D = \bigcup_{m=1}^M D_m$.

We consider a function bandlimited if its Fourier transform has compact support, and we denote the closed convex set of bandlimited functions as $B_S = \left\{ f \in L^2(\mathbb{R}^N) : f(x) = (2\pi)^{-N} \int_S F(k)e^{ik \cdot x} dk \right\}$ where $F(k)$ is the $N$-dimensional Fourier transform of $f$ with frequency variable $k$ and $S \subset \mathbb{R}^N$ is a compact set. Thus, this definition naturally includes, for example, the notion of bandpass signals.

Note that, by analytic continuation, the truncation operation $\chi_D$ provides a unique representation of a bandlimited signal. In the following Section, we propose a sequence of iterates $f_k$ that invert this truncation operation and converge strongly to the original signal, i.e., $f_k \to h$.

III. EXTRAPOLATION ALGORITHM

In order to perform reconstruction, based on the measurements $\{\chi_{D_m}(x) : h(x)\}_{m=1}^M$, we define the operator $T_h : B_S \to B_S$ as follows:

$$f \mapsto T_h f := \sum_{m=1}^M \omega_m P_S(f + \chi_{D_m}(h - f))$$

where $P_S$ is a projection onto the set $B_S$ and $\sum_{m=1}^M \omega_m = 1$ for $\omega_m \in (0, 1]$. Then, we introduce the following iteration for $k \geq 0$

$$f_{k+1} := T_h f_k = \sum_{m=1}^M \omega_m P_S(f_k + \chi_{D_m}(h - f_k))$$

where the iteration starts by using the bandlimited truncated equivalent of $h$, consisting of the continuous measurements of the function $h$ on the corresponding bounded regions, i.e., $f_0 = \sum_{m=1}^M P_S(\chi_{D_m}(h))$.

The idea is to iteratively update the signal in the entire domain using the observed signal $h$ in the regions and the bandlimiting operation. Every iteration consists of two steps: First, the current estimate $f_k$ is updated by adding the term $\omega_m(h - f_k)$ within the respective regions $D_m$. Then, the updated estimate is bandlimited, e.g., by lowpass filtering. Assuming a one-dimensional signal and a single interval, the above iteration reduces to the one presented in [11].

In the remainder of this Section, we prove strong convergence of the iteration to a unique fixed point, corresponding to the original signal $h$. We show its relation to the Projected Landweber Iteration, introduce a regularization term, and discuss the relationship between the continuous measurements and their weights $\omega_m$.

A. Convergence

First, let us introduce the operator—with the same domain and co-domain—acting only on a single region, i.e., $T_h^{(m)} f := P_S(f + \chi_{D_m}(h - f))$. The strategy is to first show in Proposition 1 that an iteration of the form presented above using $T_h^{(m)}$ has a unique fixed point in the space of bandlimited functions. The underlying concept here is again analytic continuation. Then, we show in Theorem 1 that the iteration in (3) is actually a convex combination of firmly nonexpansive operators also resulting in a firmly nonexpansive operator. Then, strong convergence to a unique fixed point is guaranteed by the corresponding additional properties.

We will use the well-known fact from operator theory that a sequence of iterates $(T^n x)_{x \in X}$ converges weakly, denoted by $\rightharpoonup$, to a fixed point if $T$ is firmly nonexpansive and the set of all fixed points, denoted by $\text{Fix } T$, is nonempty [19]. The standard inner product in $L^2$ is denoted by $\langle \cdot, \cdot \rangle$ and the induced norm $\|f\| = \sqrt{\langle f, f \rangle}$.

Proposition 1. The function $h$ is the unique fixed point for the operator $T_h^{(m)}$, i.e., $\text{Fix } T_h^{(m)} = \{h\}$.

Proof. First, we note that

$$T_h^{(m)} h = P_S(h + (h - h) \chi_{D_m}) = P_S h = h$$

where the last step follows from the assumption that $h \in B_S$. Now we need to show that $\text{Fix } T_h^{(m)}$ consists of a singleton by contradiction. Assume there exists a function $f \neq h$ satisfying (4). This implies that $\|h \chi_{D_m} - f \chi_{D_m}\| = 0$. Since there always exists a continuous representative in the corresponding equivalence classes, we have that $\|h - f\| = 0$ by analytic continuation. Thus, $h \equiv f$.

The following result shows the convergence of our proposed iteration. Alongside this, we also prove strong convergence based on single bounded regions, i.e., using $T_h^{(m)}$. Interestingly, the latter generalizes and formalizes the convergence results in [11].

Theorem 1. The sequence of iterates presented in (3) converges strongly to the function $h$, i.e., $f_k \to h$. 
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Proof. First, we focus on results concerning a single iteration $f_{k+1} := T_m f_k$ where we only use a single bounded region $D_m$. Let us start by evaluating the expression
\[
\|T_h f - T_h g\|^2 = \sum_{n=0}^{\infty} (a_n - b_n)^2 (1 - \lambda_n)^2
\] where we used the fact that $f, g \in B_S$ can be expanded into Prolate Spheroidal Wave Functions (PSWFs) $\psi_n$ with eigenvalue $\lambda_n$ [20–22] such that $f = \sum_{n=0}^{\infty} a_n \psi_n$ and $g = \sum_{n=0}^{\infty} b_n \psi_n$. We can then write
\[
(f - g, T_h f - T_h g) = \sum_{n=0}^{\infty} (a_n - b_n)^2 (1 - \lambda_n). \quad (6)
\]
Since $0 < \lambda_n < 1$ [20–22], we then have that $\|T_h f - T_h g\|^2 \leq (f - g, T_h f - T_h g)$. Therefore, $T_h$ is firmly nonexpansive [19].

Interestingly, we can prove that $f_k \to h$. Consider the following
\[
\|f_k\|^2 = \sum_{n=0}^{\infty} (c_n)^2 (1 - \lambda_n)^2 \quad (7)
\]
where we have used the series expansion of $h \in B_S$ with coefficients $c_n$ and $f_k = h - \sum_{n=0}^{\infty} c_n (1 - \lambda_n) \psi_n$ [11, Theorem 1]. The eigenvalues $\lambda_n$ are positive and bounded by 1, thus $\lambda_n^2 < 2$. Then, the terms in the summation in (7) satisfy
\[
\lim_{k \to \infty} (c_n)^2 (1 - \lambda_n)^2 = (c_n)^2 \quad (8)
\]
and
\[
(c_n)^2 (1 - \lambda_n)^2 \leq (c_n)^2 \quad (9)
\]
for $m = 1, \ldots, M$ and $n \geq 0$. Then, by Tannery’s Limiting Theorem [23, Chapter 3], it can be concluded that $\lim_{k \to \infty} \|f_k\| = \|h\|$. As $T_h$ is firmly nonexpansive, we have that $f_k \to h$ and by the Radon-Riesz Theorem [24, Chapter 8] it follows that $f_k \to h$.

The operators $T_h$ are 1/2-averaged [25]. It readily follows from [26, Proposition 2.2] that $T_h$ is also 1/2-averaged, i.e., firmly nonexpansive, and Fix $T_h = \bigcap_{m=1}^{M} \text{Fix} T_h = h$ [25, Corollary 5.19]. From [25, Corollary 5.17(ii)], we have that $T_h f_k - f_k \to 0$ which, together with [27, Theorem 1.2], implies that $f_k \to h$.

B. Relation to the Projected Landweber Iteration

If we consider recovery from unweighted continuous measurements, i.e., setting each $\omega_m = 1$, the iterative reconstruction proposed in (3) can be viewed as a Projected Landweber Iteration. This also guarantees nonexpansiveness and strong convergence [28]. [29]. This can be seen by noticing that the operator $\sum_{m=1}^{M} \chi_{D_m}$ is self-adjoint and idempotent—thus an orthogonal projection—and that $P_S$ is a projection onto the closed and convex set $B_S$. It is important to emphasize that this does not apply to the case described above, i.e., we have instead a convex combination of truncation operators $\sum_{m=1}^{M} \omega_m \chi_{D_m}$ for $\sum_{m=1}^{M} \omega_m = 1$ and positive weights.

C. Regularization

The convergence guarantees of Theorem 1 are relevant in an error-free scenario. In practice, however, there may be many sources of error that can cause the iteration in (3) to become unstable. For example, a nonideal lowpass filtering operation, the signal $h$ being only approximately bandlimited, or the values of $h$ in the corresponding measurement sets corrupted by numerical errors and noise. We show an example of this instability in Section IV.

In order to make the reconstruction robust, we introduce a regularized version of our method by replacing the operator $T_h$ in (3) by the following regularized operator
\[
\hat{T}_h := \sum_{m=1}^{M} \hat{\omega}_m \hat{f}_h \quad (10)
\]
where $\hat{T}_h(f) := P_S((1 - \mu \tau) f + \tau \chi_{D_m}(h - f))$, $\sum_{m=1}^{M} \hat{\omega}_m = 1$ for $\omega_m \in (0, 1)$, and $\mu, \tau$ are regularization parameters. In the following, we will refer to this as the regularized case. If we choose $\mu > 0$ and $0 < \tau < 2/(1 + 2 \mu)$, it can be shown that the individual operators $\hat{T}_h$ are Banach contractions with Lipschitz constant $1 - \mu \tau$ [22], [28]. Moreover, the unique fixed point of $\hat{T}_h$ is precisely the minimizer of the following Tikhonov functional, i.e.,
\[
\text{Fix} \hat{T}_h = \arg \min_{f \in B_S} \|\chi_{D_m} f - h\|^2 + \mu \cdot \|f\|^2 \quad (11)
\]
and $f_{k+1} = \hat{T}_h(f_k)$ for a single region is known as Damped Projected Landweber Iteration [28].

It turns out that it is possible to draw similar conclusions about the combined operator $\hat{T}_h$, i.e., it follows from [19, Lemma 4.11] that $\hat{T}_h$ is also a Banach contraction with Lipschitz constant $1 - \mu \tau$. Additionally, we show in the next result that the unique fixed point of $\hat{T}_h$ is also the unique minimizer of a Tikhonov functional.

Theorem 2. If $\hat{f} \in B_S$ is the unique fixed point of $\hat{T}_h$, i.e., $\hat{T}_h \hat{f} = \hat{f}$, then $\hat{f}$ is also the unique minimizer of
\[
\hat{f} = \arg \min_{f \in B_S} \sum_{m=1}^{M} \omega_m \|\chi_{D_m} f - h\|^2 + \mu \cdot \|f\|^2 \quad (12)
\]
for $\mu > 0$.

Proof. The functional defined by $\gamma(f) := \sum_{m=1}^{M} \omega_m \|\chi_{D_m} f - h\|^2 + \mu \cdot \|f\|^2$ for $f \in L^2(\mathbb{R}^N)$ is strictly convex for $\mu > 0$. Then, it is necessary and sufficient for $\hat{f}$ to be the minimizer of the unconstrained problem that the functional derivative $\gamma'(\hat{f}) = 0$ for all $f \in L^2(\mathbb{R}^N)$. Following a reasoning similar to [30, Theorem 5.2], we have that
\[
\gamma(\hat{f})' f = 2 \sum_{m=1}^{M} \omega_m \langle \chi_{D_m}(h - \hat{f}) + \mu \hat{f}, f \rangle = 0. \quad (13)
\]
for all $f \in L^2(\mathbb{R}^N)$. Since we are looking for solutions constrained to be bandlimited, the minimizer is found by means of a projection onto the closed convex set $\mathcal{B}_S$, i.e.,
\begin{equation}
\mu \hat{f}^* + P_S \sum_{m=1}^M \omega_m \chi_{D_m}(h - \hat{f}^*) = 0
\end{equation}
which is equivalent to the fixed point property $\hat{T}_h \hat{f}^* = \hat{f}^*$. □

D. Truncated PSWF expansion

If the bandlimited functions of interest further satisfy that they can be represented by a finite number of prolate coefficients, there are several results that follow directly from the previous sections. Let us first formally introduce this set of functions as follows
\begin{equation}
\mathcal{B}_S^N = \{ f \in \mathcal{B}_S : f = \sum_{n=0}^N a_n^{(m)} \psi_n^{(m)}, N > 0, a_n^{(m)} \in \ell^2(\mathbb{R}) \},
\end{equation}

1) Unregularized case: Even without regularization, we have a contraction mapping with the corresponding stability and convergence guarantees [25, Theorem 1.50]. The next result shows that $\hat{T}_h^{(m)} : \mathcal{B}_S^N \rightarrow \mathcal{B}_S^N$ is a Banach contraction. In consequence [19, Lemma 4.11], $\hat{T}_h : \mathcal{B}_S^N \rightarrow \mathcal{B}_S^N$ is also a Banach contraction with Lipschitz constant $\sum_{m=1}^M \omega_m (1 - \lambda_N^{(m)})$.

Proposition 2. The operator $\hat{T}_h^{(m)} : \mathcal{B}_S^N \rightarrow \mathcal{B}_S^N$ is a Banach contraction with Lipschitz constant $1 - \lambda_N^{(m)}$.

Proof. Similar to (5), we have that
\begin{equation}
\| \hat{T}_h^{(m)} f - T^{(m)}_h g \| = \sum_{n=0}^N \| a_n^{(m)} - b_n^{(m)} \|^2 (1 - \lambda_n^{(m)})^2 \leq (1 - \lambda_N^{(m)})^2 \| f - g \|^2
\end{equation}
where the inequality follows from the fact that the corresponding eigenvalues form a decreasing sequence [20]–[22]. Since $0 < \lambda_n^{(m)} < 1$ for all $n, m$ [20]–[22], then $0 < 1 - \lambda_N^{(m)} < 1$ which guarantees a contraction mapping.

2) Regularized case: Even though the unregularized case is already a contraction, we can include some regularization to decrease the Lipschitz constant. This can result in a faster convergence rate at the expense of accuracy in the reconstruction, i.e., convergence to the original function is not guaranteed.

Proposition 3. The operator $\hat{T}_h^{(m)} : \mathcal{B}_S^N \rightarrow \mathcal{B}_S^N$ is a Banach contraction with Lipschitz constant $1 - \tau(\lambda_N^{(m)} + \mu)$.

Proof. Following the same reasoning as in Proposition 2, we can readily write
\begin{equation}
\| \hat{T}_h^{(m)} f - \hat{T}_h^{(m)} g \|^2 \leq |1 - \tau(\lambda_N^{(m)} + \mu)|^2 \| f - g \|^2
\end{equation}
where the inequality follows from
\begin{equation}
|1 - \tau(\lambda_n^{(m)} + \mu)|^2 \leq |1 - \tau(\lambda_n^{(m)} + \mu)|^2 < 1
\end{equation}
whenever $0 < \tau \leq 2/(\lambda_0^{(m)} + \lambda_N^{(m)} + 2\mu)$ and the fact that $1 > \lambda_0^{(m)} > \ldots > \lambda_N^{(m)}$. Using the right-hand side of (18), we conclude that it is a contraction mapping.

An interesting observation is that the Lipschitz constant—for a fixed $\mu$—is small whenever the difference $\lambda_0^{(m)} - \lambda_N^{(m)}$ is small. This can be seen by using the upper bound of $\tau$ in the Lipschitz constant of Proposition 3, i.e.,
\begin{equation}
1 - 2 \frac{\lambda_0^{(m)} + \mu}{\lambda_0^{(m)} + \lambda_N^{(m)} + 2\mu}.
\end{equation}
As before, it is straightforward to conclude that the combined operator $\hat{T}_h : \mathcal{B}_S^N \rightarrow \mathcal{B}_S^N$ is a Banach contraction with Lipschitz constant $\sum_{m=1}^M \omega_m |1 - \tau(\lambda_N^{(m)} + \mu)|$.

3) Weighting of signal segments: It is interesting to mention that there is a connection between $\lambda_N^{(m)}$ and the size of $D_m$ that may impact the convergence rate. This may help to choose a different weighting depending on the size of the regions in order to possibly improve convergence. In particular, the larger the size of $D_m$, the smaller the Lipschitz constant due to increasing $\lambda_N^{(m)}$ [20], [21]. As a result, it may be advantageous to assign larger weights to large $D_m$. Similar conclusions can be drawn when $N$ decreases, which means that convergence can be faster on a particular region the more concentrated the function is on that region.

IV. NUMERICAL EXAMPLES

We illustrate the convergence properties of the proposed iterative method in the regularized case, i.e., using $\hat{T}_h$ instead of $T_h$ in (3) and in the unregularized case, using the iteration in (3) directly. The performance is evaluated by means of the Normalized Mean Square Error (NMSE), i.e.,
\begin{equation}
\text{NMSE} = 10 \cdot \log_{10} \left( \frac{\| h - \hat{f}\|^2}{\| h \|^2} \right)
\end{equation}
where $h$ is the original and $\hat{f}$ is the extrapolated signal. As an example, we construct a two-dimensional bandlimited signal $h$ such that $P_S h = h$ where $P_S$ represents a truncation operation in the Discrete Fourier Transform (DFT) domain.

A. Performance

The signal $h$ is sampled in the regions $D_1$ to $D_6$ (see Fig. 2). We apply the iteration in (3), using a uniform weighting as well as the operator $\hat{T}_h$. Fig. 2 shows the original signal $h$ and the reconstructed signal $\hat{f}$ after 1000 iteration steps, resulting in an NMSE of approximately $-21.6 \text{ dB}$. The right-hand side shows the NMSE over the number of iterations.

Naturally, the performance can be improved by using multiple continuous measurements, as more information about the original signal is used. However, it is difficult to make general statements regarding the performance change depending on the total support that is covered by the regions, as the performance heavily depends on the signal in the regions.

B. Stability

The need for a regularized version can be illustrated by using an example that incorporates nonidealities. In particular, we assume that the signal of interest is not perfectly bandlimited. We construct it by adding Gaussian functions to the
right: NMSE over the number of iterations using the regularized version of our method. The instability in the presence of errors can be resolved by We also illustrated the method in simulations and showed that weights of the signal segments and the eigenvalues of PSWFs. PSWF expansion and established a connection between the method converges to the solution of an optimization problem or nonidealities. We proved convergence of the unregularized truncated versions of the original signal. This can be seen stable convergence of the iteration.

Fig. 2: Left: Original signal $h$ together with the regions $D_1, \ldots, D_6$ used for reconstruction. Middle: Reconstructed signal $f_c$ after 1000 steps of iteration (3) with the corresponding regions at an NMSE of approximately $-21.6$ dB. Right: NMSE over the number of iterations.

Fig. 3: Reconstruction error for an approximately bandlimited signal at a SNR of approximately 6.9 dB where the regularized case corresponds to iteration (3) using $T_0$ and the unregularized case directly to iteration (3). Four non-overlapping regions with a weight of $w_m = 1/4$ for all $m$ and regularization parameters of $\mu = 0.005$ and $\tau = 1.99/(1+2\mu) \approx 1.97$ have been used.

signal $h$ such that it is nonbandlimited in the DFT domain, i.e., $\hat{P}_g h \neq h$. The Signal-to-Noise Ratio (SNR), measuring the ratio between signal and out-of-band noise energy, has been set to approximately 6.9 dB which is an arbitrary choice for illustration. Fig. 3 shows how the NMSE in the unregularized case seems to grow without bound. In contrast, the regularized version of iteration (3) leads to an approximately constant NMSE of $-8.9$ dB after 100 iterations and therefore promotes stable convergence of the iteration.

V. CONCLUSION

We proposed an iterative method to extrapolate multidimensional bandlimited signals from individually weighted continuous measurements on several bounded regions, i.e., truncated versions of the original signal. This can be seen as an extension of [11]. We introduced regularization to the algorithm in order to stabilize it in the presence of errors or nonidealities. We proved convergence of the unregularized iteration to the original signal and showed that the regularized method converges to the solution of an optimization problem that is related to Tikhonov regularization. We discussed stability and convergence properties of our method in the case that the underlying functions can be represented by a truncated PSWF expansion and established a connection between the weights of the signal segments and the eigenvalues of PSWFs. We also illustrated the method in simulations and showed that the instability in the presence of errors can be resolved by using the regularized version of our method.
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