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Abstract—This paper focuses on the application of 2D visual
object tracking in Unmanned Aerial Vehicles (UAV) for the
coverage of live outdoor events, by filming moving targets (e.g.,
athletes, boats, cars etc.). In this application scenario, a 2D target
tracker visually assists the UAV pilot (or cameraman) to maintain
proper target framing, or it is employed for autonomous UAV
operation. It should be expected that in such scenarios, the 2D
tracker may fail due to target occlusions, illumination variations,
fast 3D target motion, etc., thus, the 2D tracker should be
able to recover from such situations. The proposed long-term
2D tracking algorithm solves exactly this problem, by detecting
occlusions from the 2D tracker responses. Moreover, according
to the immensity of the occlusion, the tracker may stop updating
the tracker model or try to re-detect the target in a broader
frame region. Experimental results indicate that our proposed
tracking algorithm outperforms state-of-the art correlation filter
trackers in UAV orientated visual tracking benchmarks, as well
as in realistic UAV cinematography applications.

Index Terms—2D visual object tracking, Occlusion-detection,
Fast motion change.

I. INTRODUCTION

Aerial live outdoor event coverage that relies on camera
equipped unmanned aerial vehicles (UAVs), or drones, has rev-
olutionized media production during the past years. Commer-
cial UAVs employ 2D tracking algorithms to assist the media
production crew to maintain proper target framing or even
enable autonomous flight. During autonomous UAV flights
that heavily rely on the 2D visual tracker (especially when
the target is not equipped with a GPS or other localization aid
device) it is of high importance that the 2D target tracking
module is robust and even when it fails, it should be able to
inform the UAV pilot/cameraman or take actions to recover.
Most of the 2D visual target tracking algorithms assume that
the target re-appears in successive frames, perhaps slightly
translated, rotated or scaled. In realistic application scenarios,
the framed target should be expected to disappear from the
camera frame due to rapid target/camera motion, or may be
occluded by obstacles. In fact, target occlusions have been
identified as the most common cause of tracking failure [1].

State-of-the-art 2D tracking methods employ the so-called
tracking-by-detection approach, i.e., they learn a discriminat-
ing function able to detect the target within a search area/win-
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dow, i.e., a sub-frame region around the target detection ROI
at the previous video frame. Tracking algorithms mostly differ
in the optimization procedure followed to train and update
the object detection model, and the employed target template
representations. Although, 2D tracking algorithms that employ
deep architectures and can perform real-time exist [2], [3],
these methods struggle to perform real-time in UAV embedded
systems. Perhaps the most successful family of real-time 2D
tracking algorithms suitable for UAV applications are the
correlation filter-based trackers [4]–[6].

Related work in 2D tracking that focuses on handling target
occlusions have been proposed [7]–[12]. In order to detect
target occlusions, heuristic methods are commonly employed,
e.g., empirically setting thresholds between successive frame
tracking metrics or metrics based on statistical features of the
tracker response distribution, such as the maximum tracker
response value [9], [10] or the Peak-to Sidelobe Ratio (PSR)
[7]. During occlusions, an additional target detector may be
employed, which is trained separately from the target tracker
[9], [10], or the tracker itself may be applied in video frame
regions selected by an object proposal algorithm [7]. However,
most of these tracking methods have not been specifically
designed for UAV implementation and computational com-
plexity has not always been considered as a limitation during
the algorithm design process, resulting in methods that fail to
perform real-time 2D visual tracking on a UAV system.

This paper presents a 2D tracking method that detects and
handles target occlusions (DHO), incorporating three compo-
nents: a) a baseline 2D visual target tracker, b) a lightweight
occlusion detector and c) an occlusion handling algorithm. In
order to detect occlusions, an offline detector based on Support
Vector Machines [13], [14] is trained from the distributions
of the 2D tracker responses when no, full or partial target
occlusions occur, obtained by annotated videos [15]. The
tracker responses are employed as a measure of tracking
quality and handled by the occlusion handling algorithm which
decides whether to stop 2D tracking model training or to
trigger target re-detection in a broader search region, using
the tracker model as a detector. This prevents the tracker
model to be updated/polluted during occlusions. Therefore,
instead of training an additional object detector [9], [10] to
be employed for object re-detection, the proposed tracker
employs the tracker model itself for object detection [7] in
a sub-frame search region, in order to maintain real-time
tracking performance.
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II. CORRELATION FILTER-BASED TRACKING

Let X ∈ RN×N be a data matrix where each row of X
contains the vectorial representation of a target ROI transla-
tion xi. Correlation-filter based methods focus on learning
a discriminating filter w, that regresses the data matrix X
to a Gaussian distribution y ∈ RN , corresponding to all
available ROI translations, where the original target template
(not translated) is mapped to the peak yi value. The maximum
response value index of this filter with all possible ROI
translations indicates the new ROI position of the target in the
next frame. This discrimination filter is optimized by solving
a Ridge Regression problem:

min
w
‖Xw − y‖2 + λ‖w‖2, (1)

where λ is a regularization parameter. This problem has the
following closed-form solution:

w = (XTX + λI)−1XTy, (2)

where I is an identity matrix of appropriate dimensions. Since
X contains all the available translations of the first sample x1,
it is circulant [16], having the following property:

X = FHdiag(Fx1)F , (3)

where F is the so-called Discrete Fourier Transform (DFT)
matrix and FH is its Hermitian transpose. By replacing (3) in
(2), w can be obtained in the Fourier domain:

ŵ∗ =
x̂∗ � ŷ

x̂∗ � x̂+ λ
, (4)

where � denotes element-wise operations, ·̂ and ·̂∗ denote
the DFT transform and its complex-conjugate, respectively.
Finally, the response map R in the spatial domain for a test
image ROI feature matrix Z at frame i, can be obtained by:

R = F−1 (ŵ � ẑ) , (5)

where F−1 denotes the inverse Fourier Transform. The target
center is located at the position corresponding to the maximal
filter response. When employing multiple descriptor channels,
the obtained response maps can be averaged, or linearly
combined using a descriptor reliability metric [17].

After successful tracking, the test feature image ROI and
all its translations Z are employed to update the correlation
filter, in the following manner:

ŵi =
Ai
Bi
, (6)

where:

Ai = (1− h)Ai−1 + h (ẑ∗ � ŷ)

Bi = (1− h)Bi−1 + h (ẑ∗ � x̂+ λ) ,

where 0 < h ≤ 1 is the so-called learning rate, which adapts
the filter to increase its peak response at frame i.

III. DETECTING AND HANDLING TARGET OCCLUSIONS

A. Occlusion detection

Let us assume a 2D tracking dataset containing ROI an-
notations of a target depicted in F video frames. Also let us
assume that along with the target ROI annotation, there is some
annotation oi = {−1, 1}, i = 1, . . . , F that marks the frame
occlusions or when the target is out-of-view e.g., partially or
fully or even does not appear in the frame due to rapid camera
motion (oi = 1). In fact, 2D tracking benchmarks (e.g., VOT
2017 dataset [1], [15]), provide such information.

Given the 2D response Ri of the tracker, we extracted a
patch around the center of size 11 × 11 pixels, in order to
construct a feature vector ri per frame, as depicted in Figure 1.
The extracted 2D matrix was vectorized, in order to construct
a 121−dimensional feature vector and is labeled with 1 if
it refers to an occluded frame and −1 otherwise, according
to the dataset occlusion ground truth labels. This information
is used to train a classifier able to identify target occlusions,
from the tracker responses. To this end, a baseline tracker is
employed in order to obtain its responses on the annotated
ground truth frame ROIs. In fact, target scaling may result in
ROIs of different dimensionality for each frame in the same
video, e.g., ri ∈ RÑ , but they can be aligned offline by
cropping or zero padding.

patch

Fig. 1: Feature vector extraction for the Occlusion detection
module of the proposed algorithm.

The differences in tracker response distributions, under or
without target occlusion, can be learned using the standard
two-class Support Vector Machines (SVM) classifier [13],
[14], due to its lightweight model computational and memory
requirements. In its dual form, SVM learns a hyperplane
a ∈ RF in a feature space associated with a kernel function
κ(·, ·), e.g., the RBF kernel function. Representations of the
tracker responses in F are obtained by a function that maps
the tracker responses to the feature space H (φ(·) : RF 7→ H).
Then, the optimization problem for learning a is of the
following form:

min
a,ξ,ρ

1

2
‖a‖2 + c

F∑
i=1

ξi − ρ, (7)

s. t. yi
(
aTφ(ri)− ρ

)
≤ 1− ξi, i = 1, . . . , F,

ξi ≥ 0,

where φ(ri) are the representations of the tracker responses in
F , ξi are the slack variables, c > 0 is the parameter controlling
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the amount of allowed error and ρ is the SVM bias term,
representing the offset of the SVM hyperplane from the origin.
After obtaining a, the response of the classifier for a given
tracker response r, is of the following form:

o =
F∑
i=1

yieiκ(ri, r)− ρ+ β, (8)

where ei are the Lagrange Multipliers of the support vectors.
Occlusions are detected if o ≥ 0. An additional bias term
β has been introduced to the standard SVM bias term, that
can be manually tuned, in order to adjust the precision of the
trained model, allowing possibly minor partial occlusions and
misclassified cases to be classified as non-occlusions.

B. Handling detected occlusions

Tracker responses are evaluated by the occlusion detection
module and are handled by the validation and re-detection
functions.

The validation function reads the tracker response R and
employs the occlusion detection module in order to validate
the obtained response using equation (8). If no occlusion is
detected, i.e., oi < 0, the tracker model is updated. As a result,
for video sequences where no occlusion have been detected,
the proposed tracking algorithm degenerates to a standard
Correlation-filter based 2D tracker. The Staple [18] tracker
is employed to this end. For the cases where an occlusion
has been detected (i.e., oi > 0), the re-detection function is
triggered.

The re-detection function checks whether the target appears
in the neighborhood area of the last tracked object ROI. The
re-detection search area is broken into 8 nearest overlapping
window size areas, from top left to bottom right of the standard
window size area. The trained filter w is employed to obtain
all neighborhood area responses. Then, the 9 responses are
compared (including the last detected object ROI) and the
target is allocated to the position where the tracking response
is maximum. Unlike related methods, the tracking model is
not trained or re-initialized during the re-detection process.
As shown in Figure 2 the proposed framework detects an
occlusion, searches for the target at the re-detection area
and manages to re-detect the target using the same baseline
tracking model w and the overall algorithm is presented in
Algorithm 1.

The introduced properties of the proposed tracking algo-
rithm allow the tracking model to stop being updated when
an occlusion has been detected, without polluting the trained
target model and hence to allow target re-detection, once the
object re-appears in the neighborhood area. This is valuable
in UAV cinematography applications, since manual tracking
model re-initialization (due to model pollution) is no longer
required, as it can be potentially costly and frustrating for
the drone pilot/cameraman. Moreover, by considering that
the tracking model does not require re-initialization, it can
potentially be more accurate than a re-initialized model that
was trained only in the few previous video frames.

Algorithm 1 Proposed algorithm

1: procedure MAIN . Main loop
2: f ← obtainNextFrame()
3: [w,X, pos]← initModel(p, f, pos)
4: f ← obtainNextFrame()
5: while (f ! = NULL) do
6: Z ← trackingWindow(f, pos)
7: [r, pos]← track(w,X,Z)
8: o← validation(r)
9: if o < 0 then

10: [w,X]← updateModel(w,X,Z)
11: else
12: pos← Redetection(f,w,X)

13: f = obtainNextFrame()
. End while loop

14: return
15: procedure REDETECTION(f,w,X)
16: for k = 1 : 8 do
17: Z ← trackingWindow(f, area(k))
18: [rk, tempPos(k)]← track(w,X,Zk)

19: pos← tempPos(argmax(rk))
20: return pos

IV. EXPERIMENTAL RESULTS

For our evaluation, we utilized the videos from a publicly
available video tracking benchmark, namely UAV123 [19]
which is a UAV specific video tracking benchmark dataset. It
contains 123 fully annotated sequences captured using UAVs
in various scenes with challenging attributes for visual 2D
target tracking such as occlusions, fast target and camera
motion, background clutter etc. In addition to this dataset we
utilized the BikeUAV dataset which contains footage from
famous bike races. This dataset consists of 21 sequences that
most of them have been used for live broadcasting. The targets
in BikeUAV are usually partially or full occluded, have fast
motion or other challenging attributes for the 2D visual tracker.

The performance of the proposed DHO tracker is compared
against state-of-the art Correlation filter based tracking al-
gorithms such as Staple [18], BACF [20] and SRDCF [17].
In addition we compare the performance of DHO against
algorithms that employ occlusion detection/long-term tracking
mechanisms, i.e., ROT [8] and LCT [9] and against framework
enhanced tracking algorithms e.g. Staple-CA [21].

In all the benchmark datasets, we exploit the one-pass eval-
uation (OPE) method. In this approach, the tracking algorithm
is initialized in the first frame with the ground truth position
and size of the object and tries to track the object for the rest of
the video frames. This evaluation type is more appropriate for
evaluating methods in terms of long-term tracking, which is
more related to the proposed 2D tracking algorithm application
domain. Our evaluation is based on two widely used metrics,
Center Location Error (CLE) and Overlap Score (OS). The
first one is computed by measuring the Euclidean distance
in pixels, between the center locations of the tracker output
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(a) Initial tracker response at frame
#79. Occlusion is detected.

(b) Responses at the 9 overlap-
ping window sizes inside the re-
detection area.

(c) Output of the DHO tracker. The
target is re-detected.

Fig. 2: Re-detection process during a sequence. Tracker outputs (green), window size area (blue), re-detection area (yellow),
target position (red). The proposed DHO tracker detects an occlusion at frame #79, searches for the target at the re-detection
area and manages to re-detect the target.
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Fig. 3: Precision and success plots for the real case scenario
dataset BikeUAV.

ROIs and the ground truth ones. Then the CLE measure is
computed by calculating the percentage of the frame where
this distance is less than a certain threshold, in our case 20
pixels. This metric, although cannot evaluate the performance
of the tracker in terms of target scale variations, is useful for
UAV tracking applications since independent of correct scale
estimation, if the center position of the tracker is close to the
ground truth one, the UAV will manage to follow the desired
object.

We also use the Overlap Score (OS) defined as S = |rt∩r0|
|rt∪r0| ,
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Fig. 4: Precision and success plots for the challenging bench-
mark UAV123.

TABLE I: Average precision and frames per second for the
evaluation datasets. Bold font indicates the proposed tracking
algorithm and the top performance is annotated with red color.

Tracker Avg. Precision Avg. FPS

DHO 0.746 60.1
SRDCF 0.714 12.9
Staple-CA 0.702 33.8
Staple 0.699 80.3
ROT 0.660 52.7
KCF 0.641 375
LCT 0.640 28.0
BACF 0.603 25.9
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where rt and r0 is the tracked and ground truth bounding
boxes respectively, ∩ and ∪ denote the intersection and union
operators and | · | denotes the number of pixels inside the
specified area. OS is calculated in a per frame basis. When
the value of S is larger than a certain threshold (0.5 in our
case), it is assumed that the tracker, successfully tracks the
desired object. In contrast with the CLE, this evaluation metric
is affected when the 2D tracking algorithm fails to adjust to
target ROI scale and size variations.

In Table I, the average results in terms of presicion and
frames per second (FPS) are presented. The proposed algo-
rithm outperforms SRDCF in average precision by more than
3% while managing to be almost 6 times faster in terms of
FPS, on a Linux PC equipped with an Intel i7 processor.
By examining the FPS results, only KCF, which achieves
a remarkable top performance of 375 fps and Staple have
better performance than the proposed tracker. Although, the
proposed tracker manages a 10% gap in terms of precision
when compared to KCF and almost 5% against Staple.

Figures 3 and 4 depict the precision and success plots
in BikeUAV and UAV123 datasets, respectively. By examin-
ing the results, it should be noted that the proposed DHO
tracker manages to outperform much more demanding track-
ers in terms of computational burden, such as SRDCF or
BACF. In BikeUAV, DHO tracker manages to achieve the
top performance in precision (0.815) and success rate (0.737)
outperforming the competition by 5% in terms of precision.
In UAV123, DHO tracker has the best performance overall
both in precision and success rate metrics. From the rest
of the competing tracking algorithms, only SRDCF has a
performance close to the proposed DHO tracking method,
however it is much slower.

V. CONCLUSION

A 2D tracking algorithm, namely DHO, that detects and
handles target occlusions in 2D tracking has been presented.
DHO tracker decreases drifts that may occur due to target
occlusions, thus the tracker performance is enhanced. In addi-
tion, our algorithm prevents the tracker model to be updated
during occlusions resulting in a more robust model that can
be exploited for object re-detection when it reappears. Future
work could include adapting the proposed tracker to deep-
learning based trackers, since embedded systems in the future
will probably posses improved computational power.
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Pflugfelder, Gustavo Fernandez, Georg Nebehay, Fatih Porikli, and Luka
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