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#### Abstract

- $\beta$-divergence cost functions generalize three popular cost functions for low-rank tensor approximation by interpolating between them: the least-squares (LS) distance, the Kullback-Leibler (KL) divergence and the Itakura-Saito (IS) divergence. For certain types of data and specific noise distributions, beta-divergence cost functions can lead to more meaningful low-rank approximations than those obtained with the LS cost function. Unfortunately, much of the low-rank structure that is heavily exploited in existing second-order LS methods, is no longer exploitable when moving to general $\beta$-divergences. In this paper, we show that, unlike in the general rank- $R$ case, rank-1 structure can still be exploited. We therefore propose an efficient method that uses second-order information to compute nonnegative rank-1 approximations of tensors for general $\beta$ divergence cost functions.


Index Terms-tensors, $\beta$-divergences, low-rank, CPD, BSS

## I. Introduction

With the recent explosion of interest in data and data analytics, tensors have found their way into many applications in machine learning and signal processing [1], [2]. These higherorder generalizations of vectors and matrices represent higherorder datasets while preserving their higher-order structure. Unfortunately, as the number of entries of an $N$ th-order tensor with dimensions $I \times I \times \ldots \times I$ grows as $I^{N}$, its size quickly becomes problematic. By working with a low-rank approximation of the tensor instead of the full tensor, the required storage space and computation time can often be reduced dramatically, while still maintaining all the important features of the data in the tensor. A rank- $R$ approximation of a tensor consists of $R$ rank- 1 terms, which themselves are tensors that can be written as an outer product of $N$ nonzero vectors. To obtain a rank- $R$ approximation, several algebraic and optimization-based methods have been developed [3]-[7].

By using $\beta$-divergences $d_{\beta}$ as cost functions, the standard least-squares cost function can be generalized. These

[^0]divergences, a special class of Bregman divergences [8], are defined for $\beta \in \mathbb{R}$ and interpolate continuously between the Itakura-Saito (IS) divergence $(\beta=0)$, Kullback-Leibler (KL) divergence $(\beta=1)$ and the least-squares distance $(\beta=2)$. When used as a cost function, values of $\beta<2$ penalize errors on small entries more heavily compared to the leastsquares distance, while the converse is true for values of $\beta>2$. $\beta$-divergences are thus particularly useful when the data consists of entries of different magnitudes. As such, audio data is a prime example where $\beta$-divergence cost functions (with $\beta<2$ ) outperform the least-squares cost function as these manage to capture the low intensity components of the signals better; see, for example, [9] and references therein for a profound discussion of the use of $\beta$-divergences in nonnegative matrix factorization (NMF) of audio spectra. Notably, an NMF with the KL- or IS-divergence corresponds to maximum likelihood estimation under the assumption of Poisson distributed data and data perturbed by multiplicative Gamma noise, respectively [10], while the least-squares cost function assumes additive independent and identically distributed (i.i.d.) Gaussian noise. The $\beta$-divergence $d_{\beta}(x, y)$ is defined as follows:
\[

d_{\beta}(x, y)= $$
\begin{cases}\frac{x^{\beta}+(\beta-1) y^{\beta}-\beta\left(x y^{(\beta-1)}\right)}{\beta(\beta-1)} & \beta \in \mathbb{R} \backslash\{0,1\}  \tag{1}\\ x \ln \left(\frac{x}{y}\right)-x+y & \beta=1 \\ \frac{x}{y}-\ln \left(\frac{x}{y}\right)-1 & \beta=0\end{cases}
$$
\]

Where the least-squares distance considers only the absolute difference between a target value $x$ and its estimate $y$, other $\beta$-divergences also take the size of $x$ and $y$ themselves into account. If $\beta=0$, the divergence is scale invariant, meaning that $d_{0}(x, 2 x)$ is the same for any value of $x$. If $\beta>0$, $d_{\beta}(x, 2 x)$ is larger for large values of $x$, while for $\beta<0$, $d_{\beta}(x, 2 x)$ is larger for small values of $x$.

## A. Notation

We denote scalars, vectors, matrices and tensors by lowercase (a), bold lowercase (a), bold uppercase (A), and calligraphic letters $(\mathcal{A})$, respectively. For simplicity, we will only consider third-order tensors. Powers ( $\mathbf{X}^{\bullet a}$ ), divisions and logarithms of matrices are entry-wise throughout the text. The Kronecker, column-wise Khatri-Rao, and Hadamard products of matrices and the outer product of vectors are denoted by $\otimes$, $\odot, *$ and $\otimes$ respectively, while the mode- $n$ tensor contraction (i.e., tensor-vector product) of a tensor $\mathcal{T}$ and a vector x is written as $\mathcal{T} \cdot{ }_{n} \mathbf{x}$. The transpose of a matrix $\mathbf{X}$ is denoted by $\mathbf{X}^{\mathrm{T}}$ and $\operatorname{diag}(\mathbf{x})$ forms a square matrix that has $\mathbf{x}$ as its
diagonal. When using subscripts to specify certain entries of a tensor $\mathcal{T}$, a colon (:) refers to all entries of a specific mode. The vectorization of the tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$ maps $x_{i_{1} i_{2} i_{3}}$ to $\operatorname{vec}(\mathcal{X})_{q}$, with $q=i_{1}+\left(i_{2}-1\right) I+\left(i_{3}-1\right) I J$. Its inverse is denoted by unvec( $\mathbf{x}$ ). A mode- $n$ fiber of a tensor is a vector obtained by fixing all indices but the $n$ th. The mode- $n$ unfolding $\mathbf{T}_{(n)}$ of a tensor $\mathcal{T}$ is constructed by stacking all its mode- $n$ fibers as columns of a matrix. For example: $t_{i_{1} i_{2} i_{3}}$ is mapped to $\left(\mathbf{T}_{(2)}\right)_{i_{2}, q}$, with $q=i_{1}+\left(i_{3}-1\right) I$. The $(K \times K)-$ identity matrix is written as $\mathbf{I}_{K}$ and $\mathbf{1}$ is a column vector of appropriate dimensions, consisting of only ones. For a rank- $R$ approximation $\mathcal{T} \approx \sum_{r=1}^{R} \mathbf{a}_{r} \otimes \mathbf{b}_{r} \otimes \mathbf{c}_{r}$, the column vectors $\mathbf{a}_{r}$, $\mathbf{b}_{r}$ and $\mathbf{c}_{r}$ can be collected into factor matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$. The rank- $R$ approximation is then written as $\mathcal{T} \approx \llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$.

## II. $\beta$-DIVERGENCE RANK- $R$ APPROXIMATION

For tensor data, $\beta$-divergence cost functions have been used to compute nonnegative rank- $R$ approximations of tensors. The proposed algorithms [11]-[14], however, are all either first-order methods, are alternating schemes, only consider KL- or IS-divergences, or are combinations of these. In contrast, we propose a method that uses second-order information to achieve near second-order convergence, is all-at-once and applicable for any value of $\beta$. For a tensor $\mathcal{T} \in \mathbb{R}^{I \times J \times K}$ and its low-rank approximation $\mathcal{M}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$, the $\beta$-divergence cost function (1) leads to the following optimization problem: $\min _{\mathbf{A}, \mathbf{B}, \mathbf{C}} f(\mathbf{x})$, with $\mathbf{x}=[\operatorname{vec}(\mathbf{A}) ; \operatorname{vec}(\mathbf{B}) ; \operatorname{vec}(\mathbf{C})]$ and

$$
\begin{equation*}
f(\mathbf{x})=\frac{1}{\beta(\beta-1)} \sum_{n=1}^{N} t_{n}^{\beta}+(\beta-1) m_{n}^{\beta}-\beta\left(t_{n} m_{n}^{(\beta-1)}\right) \tag{2}
\end{equation*}
$$

where $N=I J K$ and $n$ runs over all tensor entries. Using (1), the cost functions for the degenerate special cases $\beta=1$ (KL divergence) and $\beta=0$ (IS divergence) are:

$$
\begin{align*}
& f(\mathbf{x})=\sum_{n=1}^{N} t_{n} \ln \left(\frac{t_{n}}{m_{n}}\right)-t_{n}+m_{n}, \quad \text { and }  \tag{3}\\
& f(\mathbf{x})=\sum_{n=1}^{N} \frac{t_{n}}{m_{n}}-\ln \left(\frac{t_{n}}{m_{n}}\right)-1 \tag{4}
\end{align*}
$$

respectively. Note that the case $\beta=2$ corresponds to the least-squares cost function. $\beta$-divergences are only defined for nonnegative values, so we constrain $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ to be nonnegative matrices. For any value of $\beta$, the gradient $\mathbf{g}=\left[\mathbf{g}_{\mathbf{A}} ; \mathbf{g}_{\mathbf{B}} ; \mathbf{g}_{\mathbf{C}}\right]$ is:

$$
\begin{align*}
& \mathbf{g}_{\mathbf{A}}=\operatorname{vec}\left(\mathbf{R}_{(1)}(\mathbf{C} \odot \mathbf{B})\right)  \tag{5}\\
& \mathbf{g}_{\mathbf{B}}=\operatorname{vec}\left(\mathbf{R}_{(2)}(\mathbf{C} \odot \mathbf{A})\right) \\
& \mathbf{g}_{\mathbf{C}}=\operatorname{vec}\left(\mathbf{R}_{(3)}(\mathbf{B} \odot \mathbf{A})\right)
\end{align*}
$$

with $\mathcal{R}=\frac{\mathcal{M}-\mathcal{T}}{\mathcal{M}^{\bullet(2-\beta)}}$. Note that $\mathbf{g}$ can equivalently be written as $\mathbf{g}=\mathbf{J}^{\mathrm{T}} \operatorname{vec}(\mathcal{R})$, with $\mathbf{J}$ the Jacobian of the low-rank model $\mathcal{M}$ w.r.t. $\mathbf{A}, \mathbf{B}, \mathbf{C}$. Only $\mathcal{R}$ depends on the specific cost function that is chosen. For $\beta=2, \mathcal{R}$ is simply the residual $\mathcal{M}-\mathcal{T}$. For a second-order method, (a good approximation of) the Hessian is required. In [7], an approximation of the form
$\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}$ is proposed. This approximation is further generalized to arbitrary entry-wise cost functions in [15], using similar ideas as in [16]. The diagonal matrix $\mathbf{Z}$ has $\operatorname{vec}(\mathcal{D})$ as its diagonal, where $\mathcal{D}$ is the entry-wise second-order derivative of the $\beta$-divergence cost function w.r.t. to $\mathcal{M}$ :

$$
\begin{equation*}
\mathcal{D}=\frac{(\beta-1) \mathcal{M}-(\beta-2) \mathcal{T}}{\mathcal{M}^{\bullet(3-\beta)}}=\frac{(\beta-2)(\mathcal{M}-\mathcal{T})+\mathcal{M}}{\mathcal{M}^{\bullet(3-\beta)}} \tag{6}
\end{equation*}
$$

Note that for $\beta \notin[1,2], \mathcal{D}$ can have negative values when the low-rank approximation $\mathcal{M}$ is not close enough to the tensor $\mathcal{T}$. Consequently, the Hessian approximation is not guaranteed to be positive semidefinite (PSD), i.e., to have only eigenvalues $\geq 0$. Positive semidefiniteness of the Hessian approximation guarantees that the local quadratic approximation of the cost function has a minimum. Without this property, one can end up in a saddle point instead. If $\mathbf{J}^{\mathrm{T}} \mathbf{Z J}$ is not PSD, one needs to use an optimization algorithm that can handle indefinite Hessian approximations. An alternative is to first find a good initialization, e.g., the solution for $\beta=2$, before moving to the $\beta$-divergence algorithm. See [15] for an extended discussion. For $\beta=2$, the matrix $\mathbf{Z}$ is equal to the identity matrix and one recovers the Gauss-Newton approximation $\mathbf{J}^{\mathrm{T}} \mathbf{J}$ of the Hessian, which is the Gramian of the Jacobian.

Due to the shape of $\beta$-divergence cost functions, simply projecting the unconstrained Gauss-Newton point to the nonnegative orthant generally leads to poor results. In the $k$ th iteration of the algorithm, the current model is $\mathbf{x}_{k}$ and a nonlinear projected gradient method is used to find the next step $\mathbf{p}$ such that $\mathbf{x}_{k}+\mathbf{p}=\mathbf{x}_{k+1}$. The cost function $f(\mathbf{x})$ is approximated by its second-order Taylor expansion $m(\mathbf{x})$. To assure convergence of the algorithm, we first find the Cauchy point $\mathbf{p}_{C}$ of $m(\mathbf{x})$ within an $l_{\infty}$-norm trust region that incorporates the nonnegativity constraints on $\mathbf{x}$. Starting from this point, we then approximately solve the quadratic program $\min _{\mathbf{p}} m(\mathbf{x}+\mathbf{p})$ subject to $\mathbf{x}+\mathbf{p} \geq 0$ within the trust region and use $\mathbf{p}$ as the next step of the algorithm.

## III. RANK-1 APPROXIMATIONS

The low-rank structure of the model can be exploited when $\beta=2$. For example: products of the form $\mathbf{M}_{(1)}(\mathbf{C} \odot \mathbf{B})$ can be efficiently computed as $\mathbf{A}\left(\left(\mathbf{B}^{\mathrm{T}} \mathbf{B}\right) *\left(\mathbf{C}^{\mathrm{T}} \mathbf{C}\right)\right)$. Unfortunately, this structure is no longer exploitable in the computation of the objective function, gradient and Hessian approximation for other values of $\beta$. The model has to be expanded to the full tensor before computing products, sums or powers of its entries $m_{n}=\sum_{r=1}^{R} a_{i r} b_{j r} c_{k r}$, which negatively influences both time and storage complexity of the method. Fortunately, for $R=1$, we have $\mathcal{M}=\llbracket \mathbf{a}, \mathbf{b}, \mathbf{c} \rrbracket$ and thus:

$$
\begin{equation*}
m_{n}^{\beta}=\left(a_{i} b_{j} c_{k}\right)^{\beta}=a_{i}^{\beta} b_{j}^{\beta} c_{k}^{\beta} \tag{7}
\end{equation*}
$$

which allows us to exploit the multilinear structure of the model and simplifies the computations significantly compared to the rank- $R$ case. Dedicated, efficient expressions for the objective function, gradient and Hessian approximation are derived in this section. In various applications, e.g., [17], [18], one only needs a rank-1 approximation of a tensor in order to
extract its most important component. Using similar ideas as in [19]-[21], the method could also be used to extract more than one nonnegative rank- 1 term from a tensor.

## A. Cost function

Writing $s_{\mathbf{x}}^{y}=\sum_{q=1}^{Q} x_{q}^{y}$ for a vector $\mathbf{x} \in \mathbb{R}^{Q}$, we can rewrite $f(\mathbf{x})$ from (2) to obtain the optimization problem $\min _{\mathbf{a}, \mathbf{b}, \mathbf{c}} f(\mathbf{x})$ with

$$
\begin{align*}
f=\frac{1}{\beta(\beta-1)}[ & \left(\sum_{n=1}^{N} t_{n}^{\beta}\right)+(\beta-1) s_{\mathbf{a}}^{\beta} s_{\mathbf{b}}^{\beta} s_{\mathbf{c}}^{\beta} \\
& \left.-\beta \mathcal{T} \cdot{ }_{1} \mathbf{a}^{\bullet(\beta-1)} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right] . \tag{8}
\end{align*}
$$

The first term $\left(\sum_{n=1}^{N} t_{n}^{\beta}\right)$ does not involve the model parameters and can be precomputed. Although adding this term does not change the optimal $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$, it gives us a frame of reference to assess the quality of the model, as it assures that $f=0$ when $m_{n}=t_{n}, \forall n \in\{1, \ldots, N\}$. The second term follows from (7). It allows us to only compute the (noninteger) power of the entries of the three vectors $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ instead of the power of all tensor entries $m_{n}$, which offers a considerable efficiency gain: $\mathcal{O}(I+J+K)$ flops and storage compared to $\mathcal{O}(I J K)$. In the last term, we again use (7) to avoid forming the full tensor $\mathcal{M}$ and computing (non-integer) powers of all its entries. For the KL-divergence, i.e., $\beta=1$, the cost function (3) becomes:

$$
\begin{aligned}
f & =\left(\sum_{n=1}^{N} t_{n} \ln \left(t_{n}\right)-t_{n}\right)-\left(\sum_{n=1}^{N} t_{n} \ln \left(m_{n}\right)\right)+s_{\mathbf{a}}^{1} s_{\mathbf{b}}^{1} s_{\mathbf{c}}^{1} \\
& =\left(\sum_{n=1}^{N} t_{n} \ln \left(t_{n}\right)-t_{n}\right)-\mathbf{1}^{\mathrm{T}}\left[\begin{array}{c}
\mathbf{T}_{(1)}^{\mathrm{T}} \ln (\mathbf{a}) \\
\mathbf{T}_{(2)}^{\mathrm{T}} \ln (\mathbf{b}) \\
\mathbf{T}_{(3)}^{\mathrm{T}} \ln (\mathbf{c})
\end{array}\right]+s_{\mathbf{a}}^{1} s_{\mathbf{b}}^{1} s_{\mathbf{c}}^{1} .
\end{aligned}
$$

The first term can again be precomputed. For the second term, because of the property $\ln (a b c)=\ln (a)+\ln (b)+\ln (c)$, we only need to compute logarithms of the three vectors $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ instead of logarithms of all entries of $\mathcal{M}$. For the last term, the sum over all tensor entries is converted to three vector sums, as before. For the IS-divergence, i.e., $\beta=0$, the cost function (4) can be rewritten as follows:

$$
f=-N-\left(\sum_{n=1}^{N} \ln \left(t_{n}\right)\right)+\mathcal{T} \cdot 1 \frac{1}{\mathbf{a}} \cdot 2 \frac{1}{\mathbf{b}} \cdot 3 \frac{1}{\mathbf{c}}+\mathbf{1}^{\mathrm{T}}\left[\begin{array}{c}
J K \ln (\mathbf{a}) \\
I K \ln (\mathbf{b}) \\
I J \ln (\mathbf{c})
\end{array}\right] .
$$

The same ideas can be used as in the previous two cases.

## B. Gradient

The gradient $\left[\mathbf{g}_{\mathbf{a}} ; \mathbf{g}_{\mathbf{b}} ; \mathbf{g}_{\mathbf{c}}\right]$ can be simplified in a similar manner as the cost function. For general $\beta, \mathbf{g}_{\mathrm{a}}$ from (5) can be written as

$$
\begin{align*}
\mathbf{g}_{\mathbf{a}} & =\sum_{j=1}^{J} \sum_{k=1}^{K} \frac{\mathbf{m}_{: j k}-\mathbf{t}_{: j k}}{\mathbf{m}_{: j k}^{\bullet(2-\beta)}} b_{j} c_{k} \\
& =s_{\mathbf{b}}^{\beta} s_{\mathbf{c}}^{\beta} \mathbf{a}^{\bullet(\beta-1)}-\mathbf{a}^{\bullet(\beta-2)} *\left[\mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right] . \tag{9}
\end{align*}
$$

Analogously, we find $\mathbf{g}_{\mathbf{b}}$ and $\mathbf{g}_{\mathbf{c}}$. Note that we never need to explicitly form the $(I \times J \times K)$-tensor $\left(\frac{\mathcal{M}-\mathcal{T}}{\mathcal{M}^{\bullet}(2-\beta)}\right)$ and thus also avoid computing (non-integer) powers of all entries of $\mathcal{M}$. For $\beta \notin\{0,1\}$, all factors of the first term have already been obtained in (8), so only a scalar-vector multiplication is required. For the second term, both factors of the Hadamard product are new, so we need to compute an entry-wise vector power and a contraction. Both factors are reused in the computation of the Hessian approximation, however.

## C. Hessian approximation

The full Hessian approximation $\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}$ consists of $3 \times 3$ blocks $\mathbf{G}^{(p, q)}$, with $p, q \in\{1,2,3\}$. Using $\mathcal{D}$ from (6), the diagonal and off-diagonal blocks are of the form

$$
\begin{aligned}
& \mathbf{G}^{(1,1)}=\operatorname{diag}\left(\mathcal{D} \cdot{ }_{2} \mathbf{b}^{\bullet 2} \cdot \cdot_{3} \mathbf{c}^{\bullet 2}\right) \quad \text { and } \\
& \mathbf{G}^{(1,2)}=\left[\mathbf{a b}^{\mathrm{T}}\right] *\left(\mathcal{D} \cdot{ }_{3} \mathbf{c}^{\bullet 2}\right),
\end{aligned}
$$

respectively [15]. Due to symmetry, only the blocks with $p \leq q$ need to be computed. To compute these blocks efficiently, we exploit the rank- 1 structure to avoid forming the tensor $\mathcal{D}$ and taking (non-integer) powers of all entries of a tensor. The diagonal blocks can be computed using the same strategies as for the gradient. As mentioned above, we precompute and reuse factors from the gradient when possible. Note that for rank-1 approximations, the diagonal blocks are diagonal matrices. Letting $\mathbf{G}_{\text {diag }}^{(1,1)}$ be the diagonal of $\mathbf{G}^{(1,1)}$, we find:

$$
\begin{aligned}
\mathbf{G}_{\text {diag }}^{(1,1)}= & \sum_{j=1}^{J} \sum_{k=1}^{K} \frac{(\beta-1) \mathbf{m}_{: j k}-(\beta-2) \mathbf{t}_{: j k}}{\mathbf{m}_{: j k}^{\bullet(3-\beta)}} b_{j}^{2} c_{k}^{2} \\
= & (\beta-1) s_{\mathbf{b}}^{\beta} s_{\mathbf{c}}^{\beta} \mathbf{a}^{\bullet(\beta-2)} \\
& \quad-(\beta-2) \mathbf{a}^{\bullet(\beta-3)} *\left[\mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right]
\end{aligned}
$$

The matrices $\mathbf{G}^{(2,2)}$ and $\mathbf{G}^{(3,3)}$ can be found similarly. For the off-diagonal blocks, we have

$$
\begin{aligned}
\mathbf{G}^{(1,2)}= & {\left[\mathbf{a b}^{\mathrm{T}}\right] * \sum_{k=1}^{K} \frac{(\beta-1) \mathbf{M}_{:: k}-(\beta-2) \mathbf{T}_{:: k}}{\mathbf{M}_{:: k}^{\bullet(3-\beta)}} c_{k}^{2} } \\
= & {\left[\mathbf{a}^{\bullet(\beta-2)}\left(\mathbf{b}^{\bullet(\beta-2)}\right)^{\mathrm{T}}\right] *\left[(\beta-1) s_{\mathbf{c}}^{\beta} \mathbf{a b}^{\mathrm{T}}\right.} \\
& \left.-(\beta-2)\left(\mathcal{T} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right)\right] .
\end{aligned}
$$

Analogously, one can find $\mathbf{G}^{(1,3)}$ and $\mathbf{G}^{(2,3)}$. Again, results from the gradient (9) are reused in the first term, leaving only a scaled vector outer product to compute. The second term still has to be computed. Note, however, that the factor $\left(\mathcal{T} \cdot{ }_{3}\right.$ $\mathbf{c}^{\bullet(\beta-1)}$ can be obtained as an intermediate result of computing $\mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}$ in the gradient.

For large-scale problems, one can use the (precondioned) conjugate gradient Steihaug [22] (for convex cost functions) or minres [23] (for nonconvex cost functions) method to approximately solve $\min _{\mathbf{p}} m\left(\mathbf{x}_{k}+\mathbf{p}\right)$ with $\mathbf{x}_{k}+\mathbf{p} \geq 0$. Using this approach, we only need to compute products of the form
$\left[\mathbf{y}_{\mathbf{a}} ; \mathbf{y}_{\mathbf{b}} ; \mathbf{y}_{\mathbf{c}}\right]=\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}\left[\mathbf{x}_{\mathbf{a}} ; \mathbf{x}_{\mathbf{b}} ; \mathbf{x}_{\mathbf{c}}\right]$, where $\mathbf{y}_{\mathbf{a}}$ and $\mathbf{x}_{\mathbf{a}}$ have the same size as a, etc. Using the previously derived expressions, we can compute such products $\mathbf{y}_{\mathbf{a}}=\mathbf{G}^{(1,1)} \mathbf{x}_{\mathbf{a}}+\mathbf{G}^{(1,2)} \mathbf{x}_{\mathbf{b}}+$ $\mathbf{G}^{(1,3)} \mathbf{x}_{\mathbf{c}}$, without having to form the matrix $\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}$, in the following way:

$$
\begin{aligned}
\mathbf{G}^{(1,1)} \mathbf{x}_{\mathbf{a}}= & {\left[\mathbf{x}_{\mathbf{a}} * \mathbf{a}^{\bullet(\beta-3)}\right] *\left[(\beta-1) s_{\mathbf{b}}^{\beta} s_{\mathbf{c}}^{\beta} \mathbf{a}\right.} \\
& \left.-(\beta-2) \mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right], \\
\mathbf{G}^{(1,2)} \mathbf{x}_{\mathbf{b}}= & (\beta-1) s_{\mathbf{c}}^{\beta} \mathbf{a}^{\bullet(\beta-1)}\left[\mathbf{x}_{\mathbf{b}}{ }^{\mathrm{T}} \mathbf{b}^{\bullet(\beta-1)}\right] \\
& -(\beta-2) \mathbf{a}^{\bullet(\beta-2)} *\left[\mathcal{T} \cdot{ }_{2} \mathbf{b}_{\mathbf{x}_{\mathbf{b}}} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right], \\
\mathbf{G}^{(1,3)} \mathbf{x}_{\mathbf{c}}= & (\beta-1) s_{\mathbf{b}}^{\beta} \mathbf{a}^{\bullet(\beta-1)}\left[\mathbf{x}_{\mathbf{c}}{ }^{\mathrm{T}} \mathbf{c}^{\bullet(\beta-1)}\right] \\
& -(\beta-2) \mathbf{a}^{\bullet(\beta-2)} *\left[\mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}_{\mathbf{x}_{\mathbf{c}}}\right],
\end{aligned}
$$

where $\mathbf{b}_{\mathbf{x}_{\mathbf{b}}}=\mathbf{x}_{\mathbf{b}} * \mathbf{b}^{\bullet(\beta-2)}$ and $\mathbf{c}_{\mathbf{x}_{\mathbf{c}}}=\mathbf{x}_{\mathbf{c}} * \mathbf{c}^{\bullet(\beta-2)}$. Note that the first terms of $\mathbf{G}^{(1,2)}$ and $\mathbf{G}^{(1,3)}$ both have the factor $(\beta-1) \mathbf{a}^{\bullet(\beta-1)}$, so their sum can be computed as

$$
(\beta-1) \mathbf{a}^{\bullet(\beta-1)}\left(s_{\mathbf{c}}^{\beta} \mathbf{x}_{\mathbf{b}}{ }^{\mathrm{T}} \mathbf{b}^{\bullet(\beta-1)}+s_{\mathbf{b}}^{\beta} \mathbf{x}_{\mathbf{c}}{ }^{\mathrm{T}} \mathbf{c}^{\bullet(\beta-1)}\right) .
$$

The sum of their second terms can also be rewritten as

$$
(2-\beta) \mathbf{a}^{\bullet(\beta-2)} *\left[\mathcal{T} \cdot{ }_{2} \mathbf{b}^{\bullet(\beta-1)} \cdot{ }_{3} \mathbf{c}_{\mathbf{x}_{\mathbf{c}}}+\mathcal{T} \cdot{ }_{2} \mathbf{b}_{\mathbf{x}_{\mathbf{b}}} \cdot{ }_{3} \mathbf{c}^{\bullet(\beta-1)}\right]
$$

Computing the product $\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}\left[\mathbf{x}_{\mathbf{a}} ; \mathbf{x}_{\mathbf{b}} ; \mathbf{x}_{\mathbf{c}}\right]$ only requires storing vectors of length $I$, except for the intermediate steps in the computation of the tensor contractions. Note that even this can be avoided by computing the tensor contractions slice by slice, i.e., computing only one entry at the time. When $\mathcal{T}$ is sparse or structured (e.g., Hankel, Löwner, low multilinear rank), this structure can also be exploited during the computations [24], leading to lower computation times and storage requirements. Similar expressions can be derived for $\mathbf{y}_{\mathbf{b}}$ and $\mathbf{y}_{\mathbf{c}}$. As $\mathbf{J}^{\mathrm{T}} \mathbf{Z} \mathbf{J}$ is diagonally dominant and its diagonal blocks are diagonal matrices, a Jacobi preconditioner can be expected to perform well. The preconditioner $\mathbf{M}^{-1}$ can be obtained cheaply by computing $\mathbf{G}_{\text {diag }}^{(1,1)}, \mathbf{G}_{\text {diag }}^{(2,2)}$ and $\mathbf{G}_{\text {diag }}^{(3,3)}$ :

$$
\mathbf{M}^{-1}=\operatorname{diag}\left(\left[\frac{1}{\mathbf{G}_{\text {diag }}^{(1,1)}} ; \frac{1}{\mathbf{G}_{\text {diag }}^{(2,2)}} ; \frac{1}{\mathbf{G}_{\mathrm{diag}}^{(3,3)}}\right]\right)
$$

Compared to the expressions for general $R$, those for the rank-1 case offer a significant efficiency gain. On the one hand, more of the multilinear structure can be exploited. On the other hand, more intermediate results from the objective function and gradient can be reused in the gradient and Hessian approximation, respectively.

## IV. EXPERIMENTS

Two experiments are performed on synthetic data, using a computer with an Intel Core $\mathbf{i} 7-6820 \mathrm{HQ}$ CPU at 2.70 GHz and 16GB of RAM, MATLAB R2016b and Tensorlab 3.0 [25].

 approximation ( $\mathbb{Z}$ ) during 10 iterations of the NLS method with (top bars) and without (bottom bars) rank-1 exploitation. The rank-1 method offers a large speedup, except for the case $\beta=2$ (LS cost function).

Experiment 1: We analyze the decrease in computation time that the exploitation of the rank-1 structure brings by computing rank- 1 decompositions of 10 random rank- 1 tensors $\mathcal{T} \in \mathbb{R}_{+}^{10 \times 10 \times 10 \times 10 \times 10 \times 10}$. The factors are sampled uniformly from $[0,1]$. We initialize with random factors with entries sampled uniformly from $[0,1]$ and perform 10 iterations of the general rank- $R$ and the specialized rank-1 algorithms. In Figure 1, we see the time needed for the computation of the cost function, gradient and Hessian approximation for different values of $\beta$, averaged over the 10 tensors. One can see that the rank-1 algorithm requires about 2 to 6 times less computation time compared to the general $\beta$-divergence algorithm. The main improvements lie in the computation of the gradient, due to the fact that almost all factors can be reused from the objective function. Except for $\beta=1$ the computation of the cost function also becomes much more efficient, partly because the full tensor $\mathcal{M}$ never has to be formed explicitly. Of course, in this noiseless case, the optimal factor matrices are the same for any value of $\beta$. Thus in practice, one should use the least-squares algorithm instead, as it is still faster than the rank- $1 \beta$-divergence method.

Experiment 2: We compare the number of successful rank-1 approximations for three different methods: the proposed second-order rank-1 NLS method, the firstorder generalized canonical polyadic decomposition (GCPD) method [11], and a first-order method using multiplicative updates (MU) [12]. A relative step size of $\epsilon=2.22 \cdot 10^{-16}$ is used as a stopping criterion for the NLS and MU methods and a relative cost function improvement of $\epsilon$ is used as as stopping criterion for the GCPD method. The methods were additionally limited to 100 iterations, but this upper bound is only reached by the GCPD method for $\beta<1$. We perturb 20 rank-1 tensors $\mathcal{T} \in \mathbb{R}_{+}^{50 \times 50 \times 50}$ with factor matrices sampled uniformly from $[0,1]$ by multiplicative Gamma noise with an SNR of 40 dB . These tensors are approximated by a rank-1 tensor. We call an approximation successful if the relative error on the obtained factor matrices lies below $10^{-3}$. In Table I, we can see that the rank-1 NLS method and the MU algorithm find the solution in all cases, while the GCPD

Table I
FRACTION OF SUCCESSFUL APPROXIMATIONS, COMPUTATION TIME AND MEMORY REQUIREMENTS FOR THREE RANK- $1 \beta$-DIVERGENCE APPROXIMATION METHODS. THE NLS ALGORITHM IS SLIGHTLY FASTER THAN THE MU ALGORITHM AND REQUIRES LESS STORAGE SPACE. THE GCPD METHOD GENERALLY PERFORMS BADLY FOR $\beta<1$.

|  | Method $\backslash \beta$ | -0.5 | 0 | 0.5 | 1 | 1.5 | 2.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Success rate | Rank-1 NLS | 1 | 1 | 1 | 1 | 1 | 1 |
|  | MU | 1 | 1 | 1 | 1 | 1 | 1 |
|  | GCPD | 0 | 0.05 | 0.65 | 1 | 1 | 1 |
| Time (s) | Rank-1 NLS | 1.62 | 1.25 | 0.47 | 0.37 | 0.33 | 0.25 |
|  | MU | 5.26 | 4.85 | 1.66 | 0.11 | 0.36 | 0.49 |
|  | GCPD | 7.53 | 1.73 | 3.90 | 0.73 | 1.04 | 1.15 |
| Memory | Rank-1 NLS |  | $\mathcal{O}(I)+$ tensor contractions |  |  |  |  |
|  | MU | $\mathcal{O}\left(I^{3}\right)$ |  |  |  |  |  |
|  | GCPD |  | $\mathcal{O}\left(I^{3}\right)$ |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

method fails for values of $\beta<1$, where convexity of $d_{\beta}$ is not guaranteed. The NLS algorithm is slightly faster than the MU algorithm. Further, for an ( $I \times I \times I$ )-tensor $\mathcal{T}$, the MU and GCPD algorithms require the formation of a full (dense) ( $I \times I \times I$ )-approximation tensor in every iteration, even when $\mathcal{T}$ is sparse. In contrast, the rank-1 NLS method only needs to store some vectors of length $I$ and compute contractions with the original tensor $\mathcal{T}$.

## V. Conclusion

As rank-1 approximations are often used in practice, we propose a dedicated algorithm to compute a rank- $1 \beta$-divergence approximation to a tensor. The algorithm uses a good approximation of the Hessian and thus offers fast local convergence, while it avoids the construction of large intermediate tensors and can exploit available structure in the tensor. In future work, we will look at other classes of cost functions and possible extensions to higher ranks.
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