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Abstract—We previously proposed the virtual microphone
technique to improve the speech enhancement performance in un-
derdetermined situations, in which the number of channels is vir-
tually increased by estimating extra observed signals at arbitrary
positions along the straight line formed by real microphones. In
our previous work, the effectiveness of the interpolation of virtual
microphone signals for speech enhancement was experimentally
confirmed. In this study, to examine the effectiveness of the
extrapolation of a virtual microphone in improving the speech
enhancement performance, we apply this technique to speech
enhancement using a maximum signal-to-noise ratio (SNR) beam-
former. Next, to improve the speech enhancement performance on
the basis of the virtual microphone technique, we propose a new
arrangement where a virtual microphone is placed in a position
proportional to the wavelength. From the results of an experiment
in an underdetermined situation, we confirmed that the proposed
method markedly improves speech enhancement performance.
Moreover, we present directivity patterns to confirm the behavior
of each method of positioning the virtual microphone.

Index Terms—array signal processing, virtual microphone,
speech enhancement, underdetermined situation, beamforming

I. INTRODUCTION

Signal processing using a microphone array includes various
techniques such as blind source separation [1], direction of
arrival estimation [2], and speech enhancement using a beam-
former. Basically, the performance of these techniques depends
on the number of microphones. Performance degradation may
arise in a situation where the number of microphones is smaller
than that of sound sources, which is called an underdetermined
situation. Although several methods such as time—frequency
masking [3] and multichannel Wiener filtering [4] can work
well in an underdetermined situation, if more microphones are
available, the performance of these techniques will be better.

Therefore, to improve the performance in an underdeter-
mined situation, we previously proposed the virtual micro-
phone technique, in which the number of channels is virtually
increased [5]—[8]. In this technique, extra observed signals are
estimated at arbitrary positions along the straight line formed
by the real microphones. Signal processing using a virtually
extended microphone array is possible by using virtual mi-
crophone signals in addition to the observed signals of the
real microphones. This technique involves the interpolation
and extrapolation of a virtual microphone depending on its
position of placement. In our previous study, the interpolation
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was mainly used for speech enhancement [5], [6], and the
extrapolation was mainly used for sound image localization
[71, [8]. However, speech enhancement performance with the
extrapolation of the virtual microphone has not been examined
yet.

In general, if the microphone interval is small, the observed
phase difference between microphones is small and it thus
becomes difficult to construct an optimal spatial filter at low
frequencies. On the other hand, with a long microphone
interval, the spatial filter steers better nulls. However, a long
interval tends to cause spatial aliasing at high frequencies.
Thus, there is a trade-off with the array interval length in array
signal processing techniques. However, if the microphone in-
terval is half of the wavelength at each frequency, the observed
phase differences should be sufficient to construct a spatial
filter without spatial aliasing; and thus, this problem can be
solved. In an actual microphone array, since the arrangement
of microphones is fixed, changing the arrangement of the
microphones for each frequency is unrealistic. On the other
hand, since signal processing is performed independently for
each frequency bin in the virtual microphone technique, it is
possible to change the position of the virtual microphone.

Therefore, first, to examine the effectiveness of the ex-
trapolation of a virtual microphone in speech enhancement,
we perform experiments using a maximum signal-to-noise
ratio (SNR) beamformer [9], [10] and an extrapolated vir-
tual microphone signal. Next, based on the interpolation and
extrapolation of the virtual microphone, we propose a new
arrangement of the virtual microphone, in which it placed at a
position depending on the wavelength for each frequency for
speech enhancement using a beamformer.

II. INCREASING NUMBER OF CHANNELS BY VIRTUAL
MICROPHONE TECHNIQUE FOR MAXIMUM SNR
BEAMFORMER

A. Interpolation and Extrapolation of Virtual Microphone
Signals

In this section, we introduce the virtual microphone tech-
nique involving interpolation based on [-divergence [5], [6]
and extrapolation of the virtual microphone [8]. In this tech-
nique, all microphone signals are processed in the short-
time Fourier transform (STFT) domain. A virtual microphone
signal, v(w,t), is generated from the observed signals from
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Fig. 1. Arrangement of real and virtual microphones in interpolation technique.
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Fig. 2. Arrangement of real and virtual microphones in extrapolation technique.

two real microphones z;(w, t) in the time—frequency domain,
where x;(w,t) is the ith microphone signal (i = 1,2) at the
angular frequency w in the t{th time frame. The number of
channels of the microphone array is virtually increased by
using real and virtual microphones. The arrangement of the
real and virtual microphones is shown in Figs. 1 and 2, where
a is a coefficient that determines the position of the virtual
microphone.

In an environment where there are multiple sounds arriving
from different directions, the relationship between the micro-
phone position and waveform is generally complicated. In this
method, by assuming the W-disjoint orthogonality (W-DO) [3]
of the observed signals, we can simplify the modeling of the
relationship. W-DO indicates the strong sparsity of a signal
in the time—frequency domain, assuming that the component
from a sound source dominates one time—frequency bin. By
assuming W-DO, when multiple sounds arrive, we can regard
them as a single sound in each time—frequency bin.

In this technique, the phase and amplitude of a virtual mi-
crophone signal are estimated individually. Herewith, different
models are applied for the phase and amplitude estimation,
and each formulation will be simplified. Additionally, the
interpolation and extrapolation satisfy nonlinearity, which is
requisite for applying linear signal processing. The phase and
amplitude of the observed signals z;(w,t) are respectively
defined as

Im(z;(w, t))

b = Lai(w,t) = tan~! , (1)

2

In both the interpolation and extrapolation, we can estimate
the phase ¢, of the virtual microphone signal using the linear
equation

Re(z;(w, t))
A; = |zi(w, t)].

Oy = 1 + a(P2 — 1)

=(1—-a)é1 + ags. 3)

The values of the phase is arbitrary for a natural number n
in ¢; = 2mn. Thus, the phase of the virtual microphone signal
is estimated with the assumption that

[¢1 — 2| < . “4)

For the estimation of the amplitude of the virtual mi-
crophone signal, since the expressions are different for the
interpolation and extrapolation, we explain them separately.
The appropriate interpolation of the amplitude of the virtual
microphone depends on many conditions such as the direc-
tion of arrival and reverberation. Therefore, it is difficult to
faithfully model the actual amplitude attenuation. Instead of
using a physical model, amplitude interpolation based on -
divergence, which have a ease of processing and parameter
adjustment, was proposed and its effectiveness was confirmed
[5]1, [6]. Therefore, this method also uses 3-divergence for am-
plitude interpolation. The amplitude of the virtual microphone
is interpolated as

exp((1 —a)logA; + alogds) (B=1)

((1 —a)AP 4 ozAgfl) " (otherwise).

®)

v

For the extrapolation, the conceivable amplitude of the
virtual microphone is more complex than that for the inter-
polation. When (5) is diverted to extrapolation, it may output
unrealistic amplitudes such as a complex amplitude except
when [ = 1, a negative amplitude, or an amplitude diverging
positive infinity. Therefore, in this study, as the simplest way
to avoid these problems, we use the amplitude of the real
microphone closest to the virtual microphone position as the
amplitude of the extrapolated virtual microphone.

A, = {Al
As

From the above, the virtual microphone signal v(w,, «) is
represented as

(a<0)

(a>1). ©

(7

where we can use an arbitrary number of « values to
generate virtual microphones.

v(w7 t, a) = A, exp (]¢v)v

B. Wavelength-Proportional Arrangement of Virtual Micro-
phones

In this paper, we propose setting the position of the virtual
microphone in proportion to the wavelength for each frequency
bin. In this method, the coefficient of the position of the virtual
microphone («) is denoted as

2mck

alw) = od (®)

where c is the velocity of sound, d is the distance between
the real microphones, k is the scaling of the interval between
reference microphone and the virtual microphone relative to
wavelength. This equation implies that the virtual microphone
is placed at a position k times the wavelength corresponding
to the processing frequency; thus, the total length of the
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Fig. 3. Layout of sound sources and microphones in experiment.
microphone array including the virtual microphone is larger
at low frequencies and smaller at higher frequencies. Spatial
aliasing does not occur and a sufficient phase difference
between microphones can be obtained at all frequencies by
setting an appropriate parameter k. In this paper, we call this
proposed technique the wavelength-proportional arrangement
of virtual microphones.

C. Maximum SNR Beamformer

In this study, to evaluate the performance of the virtual mi-
crophone technique, we apply increasing the number of chan-
nels using the virtual microphone technique to a maximum
SNR beamformer [9], [10]. The maximum SNR beamformer
requires prior information on the covariance matrices of the
target-only period and interference-only period. From the prior
information of the target and interference, the maximum SNR
beamformer constructs a filter so that the power ratio of the
target to the interference becomes maximum. The advantage
of using the maximum SNR beamformer is that it does not
explicitly require the direction of sound sources. In principle,
the virtual microphone technique can be similarly applied to
other microphone array signal processing techniques as well
as maximum SNR beamformer.

III. EXPERIMENTS

In these experiments, we examined the enhancement per-
formance of the maximum SNR beamformer using the ex-
trapolated virtual microphone signal. In addition, we evaluated
the speech enhancement performance of the maximum SNR
beamformer using the wavelength-proportional arrangement of
virtual microphones.

A. Experimental Conditions

We prepared a target sound source, two interference sources,
and two real microphones. In this environment, we conducted
speech enhancement using the maximum SNR beamformer
with the virtual microphone technique.

The layout of the sound sources and microphones is shown
in Fig. 3, and other experimental conditions are listed in Table
I. M; and M, are the real microphones, and M, is the virtual
microphone. The target sound source was eight speeches, and
each of the interference sound sources was two speeches.
In total, 16 combinations of target and interference sound
samples were used for the experiments. The types of sound

TABLE I

EXPERIMENTAL CONDITIONS
Number of real microphones 2
Number of virtual microphones 1
Input SNR 0 dB
Sampling rate 8 kHz
Interval between real microphones 2.83 cm
Reverberation time 300 ms

FFT frame length / shift 1024 / 256 samples
Number of target speech types 8
Number of interference speech types 2

were Japanese and English speeches. The observed signals
of each real microphone were generated by convolving the
measured impulse responses into speech signals. In this work,
we used the impulse responses in the RWCP Sound Scene
Database [11].

In the experiment to compare interpolation and extrapola-
tion, the coefficient of the position of the virtual microphone
(o) was varied from 0.1 to 30, where 0 < « < 1 indicates
the interpolation and o > 1 extrapolation. « = 1 indicates
that no virtual microphone was used (i.e., only the two real
microphones were used). In the interpolation, since it has been
experimentally shown that 5 = 20 provided the highest per-
formance in a previous study [5], we set 5 to 20 in this study.
In the experiment to evaluate the wavelength-proportional
arrangement of virtual microphones, the parameter k£ was set to
2,1,0.5, and 0.25. The SNR of the target signal to interference
signals was set to 0 dB. To evaluate the speech enhancement
performance, we used the signal-to-distortion ratio (SDR) and
signal-to-interference ratio (SIR) as the objective evaluation
criteria [12].

B. Results and Discussion

We evaluated the speech enhancement performance using
the average of the results of 16 target and interference speech
combinations. Figure 4 shows the relationship between the
position of the virtual microphone and the speech enhancement
performance. The blue line indicates the speech enhancement
performance using the interpolation and extrapolation of the
virtual microphone, and the other lines indicate the speech
enhancement performance using the wavelength-proportional
arrangement of virtual microphones. Note that the horizontal
axis is a logarithmic scale.

The blue line shows the enhancement performance of each
value of «. By comparing the enhancement performance
between the case of interpolation (o < 1) and the extrapolation
(aw > 1), we found that SDR was improved by up to 2 dB
compared with that without the virtual microphone (o = 1)
by using interpolation, whereas it was improved by up to
about 3 dB by using extrapolation. Thus, the enhancement
performance using the extrapolation is 1 dB better than that
using interpolation in terms of SDR. Similarly, SIR was
improved by 3.5 dB and 5 dB by using interpolation and
extrapolation, respectively. From these results, it can be seen
that the extrapolation of the virtual microphone is more
effective than interpolation in this situation.



2019 27th European Signal Processing Conference (EUSIPCO)

—
55 — k=200
k=100
5 — k=050
u5 J|—k=02
g 4
X35 —1
w
3
25
2 -
15 -
10" 10° 10'
Virtual Mic Position (&)
(a) SDR
10
—
;= 2,00
9r 1 k=100
—k = 0.50
8 k=025
27
o
@ 0
5
4 L
10" 10° 10'
Virtual Mic Position (@)
(b) SIR

Fig. 4. Relationship between position of virtual microphone and speech
enhancement performance.

In the evaluation of the wavelength-proportional arrange-
ment of virtual microphones, for both evaluation criteria, it
is confirmed that the performance is the highest for £ = 1.
Although the enhancement performance for £ = 0.5 is inferior
to that for £ = 1, it is better than the enhancement performance
of extrapolation. On the other hand, the result for £k = 2
and £ = 0.25 may be inferior to the conventional method
depending on the value of «. This means that the wavelength-
proportional method with k¥ = 2 and k = 0.25 are not always
better than the extrapolation.

To clarify the reason underlying these results, we confirm
the directivity patterns of the beamformer for one pattern out
of 16 combinations. The directivity patterns of the beam-
former obtained using interpolation, extrapolation, and the
wavelength-proportional arrangement of the virtual micro-
phone are shown in Figs. 5 and 6, where the best values
of a and k were selected. In the interpolation of the virtual
microphone (Fig. 5(a)), nulls are generated in the frequency
range from 1 to 4 kHz and no nulls exist at frequencies
below 1 kHz. This means that sounds below 1 kHz cannot
be sufficiently suppressed. In the extrapolation of the virtual
microphone (Fig. 5(b)), many nulls with a narrow angle range
are generated, implying the occurrence of spatial aliasing. As a
result, in addition to the interference sound direction, sounds
from various directions such as those in the vicinity of the
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(a) Interpolation of virtual microphone (a = 0.9)
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Fig. 5. Directivity patterns of beamformer with interpolation and extrapolation
of virtual microphone.

target sound are suppressed. However, unlike in interpolation,
it can be seen that nulls exist even at frequencies below 1 kHz,
and this means that sounds below 1 kHz can be appropriately
suppressed. Since the sounds are speech, it is considered
that the enhancement performance of extrapolation, which can
suppress sounds of frequency below 1 kHz, is better than that
of the interpolation.

In the directivity patterns of the beamformer with the
wavelength-proportional arrangement of virtual microphones
(Fig. 6), many nulls with a narrow angle range are generated
for k = 2 (Fig. 6(a)). This indicates the occurrence of spatial
aliasing at all frequencies. On the other hand, two fuzzy nulls
are generated for k = 0.25 (Fig. 6(c)). For k£ = 1 (Fig. 6(b)),
which shows the best speech enhancement performance, two
belt-shaped nulls are clearly generated and it seems that no
spatial aliasing occurs. As the reason for the improvement of
the speech enhancement performance, by setting £ = 1, it
is possible to obtain the maximum phase difference within a
range where spatial aliasing does not occur, thereby making it
possible to generate sharp nulls in the correct direction.

From the results, the left-side nulls tend to be in the —40
degrees direction, which is the same direction as that of the
interference sound source, and the right-side nulls tend to
slightly deviate from the direction of the interference sound
source. We attribute this to the effect of reverberation, which
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Fig. 6. Directivity pattern of beamformer with the wavelength-proportional
arrangement of virtual microphone.

is known to introduce bias.

Taken together, it is considered that when the microphone
interval is small, an insufficient phase difference between
microphones exists at low frequencies, resulting in nulls not
being properly generated, whereas when the microphone in-
terval is large, spatial aliasing occurs at high frequencies. The
wavelength-proportional arrangement of virtual microphones
using an appropriate parameter can overcome these two prob-
lems; thus, this method shows the highest performance.

IV. CONCLUSION

In this study, we applied the maximum SNR beamformer
with an extrapolated virtual microphone signal to speech
enhancement in an underdetermined situation. In addition,
we proposed a new arrangement where a virtual microphone
is placed in a position proportional to the wavelength. The
advantage of this method is that no spatial aliasing occurs and
the phase difference between microphones is always sufficient
to construct a spatial filter at all frequencies by setting an
appropriate parameter.

In the experiment, we evaluated the enhancement perfor-
mance on the basis of SDR and SIR in an underdetermined
situation. By comparing the proposed method with the conven-
tional method, we found that the SDR was improved by about
1.5 dB and the SIR by about 3 dB. From these results, the
proposed method is effective for speech enhancement using the
maximum SNR beamformer in an underdetermined situation.
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