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Abstract—An image classification system for a specific target
domain is usually trained with initialization from a source
domain given with a large number of classes, particularly in an
application of image recognition. The classes in target domain
are usually seen as a subset in source domain. Partial domain
adaptation aims to tackle this generalization issue where no
labeled data are provided in target domain. This paper presents
an adversarial learning for partial domain adaptation where a
symmetric metric based on the Wasserstein distance is adopted in
an adversarial learning objective. We build a Wasserstein partial
transfer network where the Wasserstein adversarial objective is
jointly optimized to partially transfer the relevance knowledge
from source to target domains. The geometric property for
optimal transport is assured to mitigate the gradient vanishing
problem in adversarial training. The neural network components
for feature extraction, relevance transfer, domain matching and
task classification are jointly trained by solving a minimax
optimization over multiple objectives. Experiments on image
classification show the merits of the proposed partially adversarial
domain adaptation over different tasks.

Index Terms—image classification, domain adaptation, deep
learning, adversarial learning, partial transfer

I. INTRODUCTION

Deep learning has achieved a great success in many real-
world applications ranging from computer vision to natural
language processing where a large amount of labelled data are
required for supervised training. Transfer learning provides a
solution to utilize the knowledge of source domain to improve
the learning performance for target domain [1], [2]. The costs
for labelling data and retraining model can be significantly
reduced [3]. Further, domain adaptation is known as a practical
realization of transfer learning where the training data and
class labels are provided in source domain but only test data
are available in target domain. The goal of domain adaptation
aims to perform data transforming and distribution matching
between two domains so as to minimize the domain shift ex-
isting in raw data. Most of domain adaptation methods assume
that both source and target domains have identical classes and
only focus on learning the whole dataset distribution under
this assumption. In [4], an useful approach was proposed for
knowledge transfer from one large domain to another small
domain. The overlapped classes in both domains were selected
for domain adaptation where negative transfer was avoided.

In addition, the adversarial learning has incorporated to
improve domain adaptation for image recognition, semantic
segmentation, style transfer, etc. In [5], the domain adversarial
network (DAN) was proposed by adding an adversarial objec-
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tive in training procedure for domain adaptation. The measure
of disparity between the distributions in two domains was
minimized through a deep discriminator model. Adversarial
learning plays a similar role in previous method for domain
adaptation based on the maximum mean discrepancy (MMD)
[6]-[8]. The architecture of DAN consisted of a feature
encoder, a domain discriminator and a task classifier which
were jointly optimized to extract domain invariant features for
image recognition. The adversarial learning was performed
so that the generated features were not clearly recognized
between source and target domains. In [9], the Wasserstein dis-
tance guided representation learning was proposed. Different
from DAN, the metric in domain discriminator was replaced
by the Wasserstein distance which assures the preservation of
gradient values for parameter updating when the distributions
of features in source domain and target domain differed con-
siderably in their manifolds. The domain discriminator could
still provide sufficient gradient value for backpropagation
for updating the whole model. This method was seen as a
Wasserstein variant of DAN, also denoted as the WDAN.
Different from DAN [5] and WDAN [9], this study presents
a new Wasserstein adversarial network which deals with the
issue of non-identical classes in image domain adaptation.
The identical part and the redundant part in both domains
are characterized by a relevance network without limitation
on the number of classes in source domain. Partial transfer is
performed to improve image recognition.

II. BACKGROUND SURVEY
A. Adversarial Learning

Generative adversarial network (GAN) [10] is recognized as
a powerful generative model where an implicit distribution is
estimated for data generation. GAN consists of a generator G
and a discriminator D that compete mutually in a two-player
game based on a minimax adversarial optimization procedure.
The generator samples a latent variable z from a standard
Gaussian p(z) ~ N(0,I) and use this sample to generate a
synthesized sample X. The discriminator is used to distinguish
whether the input sample is from real data with pgu,(x) or
synthetic data with pgen(X) using prior p(z). The minimax
optimization is formulated. The goal of GAN is to train a
generator G that can map latent code z to a synthesized sample
x € RP, and shape the generated data distribution pee(X) to
be close to real data distribution pgy,(x). The Jensen-Shannon
divergence between two distributions was demonstrated as the
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learning objective in vanilla GAN [10]. Such an asymmetric
divergence causes the difficulty in training procedure due
to gradient vanishing and mode collapse. In [11], f-GAN
was developed by using the variational estimation where JS
divergence in vanilla GAN is generalized to the f-divergence
between two distributions p(x) and ¢(x)
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Different GANs are realized by designing different class of
mapping functions 7 or choosing different f with a convex
conjugate f* from the domain domy-. However, in the im-
plementation, samples of these two distributions should be
drawn to infer % for f-GAN. If two distributions have
no overlapped region, D (p||q) becomes intractable for GAN
which results in an unstable optimization process where Nash
equilibrium in minimax optimization was hard to achieve [12].

B. Adversarial Domain Adaptation

Adversarial domain adaptation was first introduced in [5]
where the latent codes of source domain z, and target domain
z; were jointly learned to compensate the domain shift accord-
ing to a minimax optimization using their original data samples
X5 and x;, respectively. The architecture of domain adversarial
network (DAN) include a feature encoder or extractor F/, a task
classifier Cig and a domain discriminator Dgyyn. DAN aims
to impose the encoder to generate domain invariant features.
The adversarial learning is run to estimate the encoded features
{zs,2:} which are difficult to tell whether those features are
from source or target domain. The learning objective using
ns training samples and class outputs {Xsn,¥sn} in source
domain, and n, training samples {x;,} in target domain is
formulated as a minimax optimization over two losses
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The first loss function is measured as the cross entropy
error [13] for task classifier while the second loss function
is calculated as the negative cross entropy error for binary
classification over source and target domains. No labels are
given in target domain. DAN aims to train a feature extractor
E which produces the features for source domain z4 and target
domain z;, and simultaneously train a task classifier Cig
which achieves the lowest cross entropy error for the classes
of {Xsn}, and train a domain discriminator Do, Which attains
the lowest cross entropy error for the domains of {Xg,, X¢p }-

C. Wasserstein Domain Adversarial Network

In [14], [15], the issues of mode collapse and gradient
vanishing in GAN were addressed by presenting the reliable

solutions especially when the distributions of feature represen-
tation of both domains p(zs) and p(z;) differ significantly in
the manifold [11]. The key idea is to find the optimal transport
from an original distribution to a target distribution. The
classification problem in the discriminator of GAN turns out
to deal with a regression problem for optimal transport. The
p'" Wasserstein distance between two probability measures u
and v as a metric of optimal transport is defined as

1
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where () is a space of u and v. Wasserstein GAN (WGAN)
[14] was proposed by using the Wasserstein distance between
p and ¢ via the Kantorovich-Rubinstein duality under the 1-
Lipschitz condition
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In addition, the sliced Wasserstein (SW) distance [16] was
proposed to project high dimensional probabilities into the
sets of one-dimensional distributions, and then compare their
one-dimensional representation by Wasserstein distance. The
concept of the p™ sliced Wasserstein distance is to obtain the
marginal distribution for high-dimensional (or d-dimensional)
probability distribution p,. or p, through linear projection

SWp(p’mpy) = < WC(RpT(79)7pr(70))d9> ’ (5)
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where 0 € S% !, S%1 is an unit sphere in RY, ¢ is a
transportation cost and R (-, 6) denotes the Radon transform
which is an integral transform with the linearity property.

In [9], the Wasserstein distance guided representation learn-
ing was presented by incorporating the Wasserstein metric
into domain adaptation. Similar to DAN [5], this method
implemented a shared feature extractor to generate the domain
invariant features. Key idea was to adopt the Wasserstein
distance as the learning metric to learn the feature extractor as
well as the domain discriminator. Thus, even when p(z;) dif-
fered from p(z;), there was still sufficient gradient calculated
in backpropagation procedure for updating the parameters of
domain discriminator. The weaknesses of gradient vanishing
and mode collapse in GAN construction was mitigated. With-
out loss of generality, the resulting solution is herein called
the Wasserstein domain adversarial network (WDAN).

III. PARTIALLY ADVERSARIAL DOMAIN ADAPTATION

This study presents a Wasserstein adversarial network for
image domain adaptation where the partial learning is devel-
oped to deal with the challenge when the number of classes
in target domain is smaller than that in source domain. The
overall system architecture is depicted in Figure 1. Source
domain data {x,} € R%*" are drawn from source distribution
ps(x) while target domain data {x;} € R"™ are drawn
from target distribution p;(x). This system consists of source
encoder F, target encoder F;, classification network Ci,
adaptation network Dy, and relevance network R. Different
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Fig. 1: Partially adversarial domain adaptation consists of
source encoder F, target encoder FE}, relevance network R,
task classifier C,q and domain discriminator Dgom.

from DAN and WDAN, the relevance network is merged and
implemented for partial domain adaptation. This network mea-
sures the relevance of those source samples to target domain
for partial transfer. In addition, two individual autoencoders
FE, and F; are estimated to extract individual latent codes
zs and z; from source sample x; and target sample xi,
respectively. The reconstruction error is further minimized.
The representation of latent codes is strengthened to carry out
the following three networks for partially adversarial domain
adaptation, which is seen as a partial transfer variant of WDAN
(also simply denoted as the PWDAN). In general, the existence
of generalization bound for partial domain adaptation using
Wasserstein distance can be illustrated by referring to [15].

A. Classification Network

First of all, the classification network Ci,g is constructed
as a task classifier based on the autoencoders F, and FE;
for source and target domains, respectively. Previous methods
[4], [5], [9], [17] used only one shared feature encoder to
learn joint representation. In order to cope with the non-
identical domain data, we use the individual feature extractor
and measure the Wasserstein distance between the encoded
features z, and z; in both domains. Such a distance W (zy, z;)
is minimized to encourage the encoders to extract domain
invariant features. The learning objective is constructed as a
cross entropy error function L.(Ejs, Csk) between the true
label y and the predicted class ysc from Cpg using the
features F,(x) from source distribution ps(x,y)

Emic'n _E(xvy)wps (x,y) [y log C[aSk(ES (X))] : (6)
55 “task
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Target data have no labels and are excluded in (6). In addition,
the feature extractors in both domains are estimated by mini-
mizing the encoder loss Len.(Es, E¢) to achieve the smallest
reconstruction error L. due to autoencoders {Es, E;:} in x
space as well as the smallest Wasserstein distance D,, in z
space
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where ). is a regularization parameter in classification network
and X denote the reconstructed data for x = {x,,x;} where

Xs = Fq(xs) and X; = E;(x;). Importantly, we adopt
the sliced Wasserstein distance D,, <— SW), and treat this
distance as a regularization term for reconstruction to fulfill
the Wasserstein variant of adversarial domain adaptation.

B. Relevance Network

To handle the challenge of partial transfer learning, it is im-
portant to design a feature selection mechanism to compensate
for negative transfer. The relevance network is constructed to
measure how relevant a sample x; or a corresponding feature
Z¢ in source domain exists in target domain. A discriminator
network is trained to provide the probability of a sample x
(either x4 or x;) existing in the source domain p(ygom = 1/X).
The training is run by minimizing the loss of relevance
network R or equivalently the discrimination error over the
highly correlated samples or features. In traditional GAN, the
output of optimal discriminator is D*(x) — 0 if a sample is
totally different from real data and D*(x) — 1 if a sample is
classified as real data. For partial domain adaptation, we focus
on the feature selection over zs and z;. R*(z) — 0 means that
latent code of source data z has high probability to be a shared
class with target domain. In contrast, R*(z) — 1 means that
the relevance of a source feature z to a shared class with target
domain is low. The relevance value is therefore calculated by

ps(z)  _ pi(z)
ps(z) +pi(z)  ps(z) + pi(2)

which has a value in a range of [0, 1]. Partial transfer is per-
formed by estimating the relevance network R for distribution
matching which minimizes the Wasserstein distance between
the distributions of target and source domains

EHE“RR Esp, (x) [1 = Dyom(E4(x))] ©
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where the Wasserstein distance in (4) is implemented. Notably,
the relevance value r(z) is introduced as a re-weighting factor
for distribution measured from source data x ~ p,(x). The
Wasserstein distance in (9) is applied to learn the domain
discriminator Dgon, for adversarial domain adaptation.

r(z)=1-R"(z) =1— ®)

C. Adaptation Network

The adaptation network is constructed for feature matching
and domain adaptation which depend on the autoencoders FE
and FE, the relevance network R and the domain discriminator
Dgom. Inputs of domain discriminator are composed of the
features from E and E, and the relevance value calculated by
the relevance network R. The feature encoders and the domain
discriminator {Es, Et, Dgom } form an adversarial framework.
Dyom learns a metric to minimize the divergence between z,
and z; for feature matching. Feature extractors of two domains
FE; and E; are learned to produce the confusing features where
the domain discriminator Dgyoy could not distinguish. The
learning procedure is run to find the converged parameters
for five networks {E;, Et, R, Ciask, Daom } to achieve the goals
of data reconstruction, partial transfer, pattern classification,
feature matching and domain adaptation.
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Algorithm 1 Training procedure for partially adversarial
domain adaptation with Wasserstein metric

Initialize parameters © = {0,, 0¢,0:,0., 04}
while 605, 6; not converged do
sample a minibatch {xs,ys,X¢} from a dataset
apply autoencoders z, < Fs(Xs), z: + Ei(xq)
calculate classifier loss Lc(Es, Clask)
update task classifier 0. < 0. — NV L.
calculate reconstruction error Lrec(xX, X)
calculate regularization term D, (2., Z:)
calculate encoder loss Lenc(Es, Et)
calculate discriminator loss Lq4(Fs, Et, R, Daom)
calculate gradient penalty Lgna(Es, Et)
update source autoencoder 05 < 0,
*nvos {Cc 4+ Lene + La + )\a[«grad}
update target autoencoder 6; < 0
*nv(h {Eenc + La+ Aa[fgra\d}
update domain discriminator 04 < 04 + 1V, L4
update relevance network 6, <— 0, —nVg, Lq4
end while

The loss function for domain discriminator is defined by
the Wasserstein distance between source and target domains in
latent spaces z; and z,, respectively. Similar to the Wasserstein
GAN in [18], we would like to meet the 1-Lipschitz constraint
in Wasserstein distance so as to stabilize the training procedure
for the proposed PWDAN. Such a constraint is relaxed by
merging a gradient penalty Lyrq(Es, £;) in a domain discrim-
inator loss L4(Fs, Et, R, Dgom) for a minimax optimization

min max
Es,Et,R Dgom

{ IExwpt(x)[1 — Daom(E¢(x))] — Esnp, (x) [7(2) Daon (E5(x))]
La(Es,Et,R,Dyom)

+ Xa Bz (5. 2)0pe (2)) (I V Daom (X) |2 — 1) }

ﬁgrud(EsyEt)
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where ), is regularization parameter in adaptation network.
Importantly, the discriminator posterior of source domain Do,
is multiplied by the relevance value 7(z) which is imple-

mented for partial transfer. Such a partial transfer produces
r(z)ps(2)

the optimal discriminator as Do, = 1oy, (ayipiz) Istead
of Dj., = pﬂfm for full transfer using the standard GAN.

Partial learning aims to learn the distributions of both domains
to satisfy the matching condition p;(z) = r(z)ps(z). Partial
adaptation network is implemented in Algorithm 1.

IV. EXPERIMENTS

The partially adversarial domain adaptation with Wasser-
stein objective (PWDAN) was implemented and compared
with several domain adaptation methods including the deep
neural network (DNN) with semi-supervised learning, the
DAN [5], the DAN with Wasserstein metric (WDAN) [9],
and the selective adversarial network (denoted as SAN) [4].
DNN was a baseline method without adversarial learning.
The negative transfer happened in DAN and WDAN. SAN
performed the positive transfer where the domain discriminator

was separate for different classes in source domain and the
weights of learning objective due to out-of-domain classes
were decreased. For a fair comparison, we further imple-
mented a new SAN with Wasserstein distance (also denoted as
WSAN). DAN and SAN adopted the traditional GAN based
on f-divergence. There are several novelties by using the
proposed PWDAN. First, we introduced two separate autoen-
coders Fy and E; and further minimized the reconstruction
error L. Second, the sliced Wasserstein distance D, (2, ¢ )
is minimized to match two domains in latent space. Third,
a relevance network R is dedicated to find the relevance
value r(z) for re-weighting in partial domain adaptation.
Four, the Wasserstein metric was used to estimate the model
discriminator. Different from WSAN, PWDAN minimized the
reconstruction error L. and regularization D,,(zs,z;), and
used the relevance network R for partial transfer.

A. Experimental Setup

Three learning tasks were carried out for image recogni-
tion where the domain adaptation was performed by using
five datasets. Three datasets (MNIST, MNIST-M and USPS)
contained the images of handwritten digits under different
distortions and environments with 10 classes while the re-
maining two datasets (Caltech and Office) had the images
of objects collected from different sources and resolutions.
Basically, the DNN or the encoders in E and E; consisted of
four convolutional and max-pooling layers with leaky ReLU
activation given by slope 0.002 and kernel size 3x3, 5x5 or 7x7
depending on different datasets. A\. and A, were empirically
tuned. The relevance network IR had three linear layers with
ReLU activation and dropout. The discriminator contained
three linear layers with ReLU activation. Batch normalization
was applied in each layer in different networks. Three domain
adaptation tasks MNIST — MNIST-M (M — MM), MNIST
— USPS (M — U) and Caltech — Office (C — O) were
examined. Different methods were investigated by full transfer
as well as partial transfer. Full transfer was run by using the
whole datasets. In evaluation of partial transfer using digit
dataset, we removed the digits 0, 3, 6 and 9 and used the
remaining 6 classes in target domain. In addition, the original
Caltech contained 256 classes. For partial transfer, we selected
those 10 categories in Office dataset from 31 classes, which
were overlapped with those in Caltech dataset, The AlexNet
[19] was used in the initialization.

B. Experimental Result

Figure 2 displays the distributions of 2-D visualization of
original and partially transferred samples (MNIST — MNIST-
M) embedded by ¢-SNE [20]. It is obvious that domain adapta-
tion using DAN and PWDAN produces the matching samples
in both domains. Both domains are separate in original data
space. Further, PWDAN performs better than DAN because
six classes in PWDAN are well separated compared with
those in DAN. Table I lists the classification accuracy of
target data using different methods under three tasks. It is
found that the performance drops significantly in the setting
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Fig. 2: Original distributions of MNIST (10 classes) (blue)
and MNIST-M (6 classes) (red) (1% column). Distributions
after partial transfer using DAN (2" column) and PWDAN
(3" column). 1% and 2™ rows show the results for domains
and classes, respectively. Six classes are indicated by colors.

M—-MM M—-U C—O0O

DNN (F) 76.7 68.1 64.1
DAN (F) 86.5 75.4 73.6
WDAN (F) 88.5 80.2 75.3
SAN (F) 89.1 81.9 75.7
WSAN (F) 91.8 84.8 76.9
PWDAN (F) 92.6 84.1 79.3
DAN (P) 79.5 70.8 69.3
WDAN (P) 82.8 75.7 70.1
SAN (P) 85.6 79.8 74.0
WSAN (P) 87.9 82.3 75.2
PWDAN (P) 89.0 83.9 77.1

TABLE I: Comparison of classification accuracy (%) on target
domain data under full transfer (F) and partial transfer (P).

of partial transfer. No matter the setting is full transfer or
partial transfer, the proposed PWDAN consistently achieves
higher accuracy than DAN and WDAN. SAN and WSAN
performs better than DAN and WDAN, respectively. Domain
discriminators for individual classes in SAN work well. The
Wasserstein metric used in WDAN and WSAN receives the
increased accuracy compared with the f-divergence in DAN
and WDAN. The proposed PWDAN outperforms SAN and
WSAN in most cases. The treatments of partial transfer
using relevance network and gradient calculation based on
Wasserstein distance work well. Such a result is consistently
observed in three tasks of domain adaptation.

V. CONCLUSIONS

This paper has presented a new adversarial domain adap-
tation where the optimal transport was implemented in a
partially adversarial learning procedure. The domain shift be-
tween source and target domains was minimized in accordance
with the Wasserstein metric. The representative features in
both domains were calculated with minimum reconstruction
error to fulfill a stable calculation of gradient in error back-
propagation. A relevance network was introduced to measure
how likely a source sample appearing in target domain and
use the relevance value to re-weight the learning objective.
The partial transfer was carried out for the non-identical class

issue in image classification. Multi-objective learning over
different goals with regularization was performed. Three tasks
of image domain adaptation were investigated. Experimental
results assured the increase of classification accuracy due to
the relevance network and the use of Wasserstein distances as
the regularization term and learning criterion.
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