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Abstract—Circulating tumor cells in blood are identified by

means of sequential peak detection taking into account the

memory and real time applicability constraints. Three different

spatial domain algorithms: derivative approach, energy detector

and baseline method are compared with three different peak

detection algorithms based on machine learning: linear and non-

linear support vector machines and artificial neural networks.

Performance of the peak detection algorithms are tested on both

synthetic and real data. Experimental results indicate superiority

of machine learning algorithms over the other three algorithms

which are widely used in practice. Due to Gaussianity assumption

in the signal model, a linear support vector machine is found to

be as good as other machine learning schemes.

Index Terms—Peak detection, flow cytometry, machine learn-

ing, classification, filtering, field programmable gate array.

I. INTRODUCTION

In biology and medicine flow cytometry is a well-

established measurement technique in order to determine the

number of cells in a fluidic sample [1]. In this method

dispersed cells typically flow through a capillary where they

are detected e.g. by fluorescence or stray light measurements

after optical excitation. As each cell will lead to an attributed

peak in the detection signal, a crucial factor determining the

accuracy of cell counting is the accuracy and robustness of the

peak detection algorithm. Although instant peak detection is

not a mandatory requirement for routine lab applications, for

applications where the measurements shall be done continu-

ously (e.g. continuous monitoring of drinking water quality)

or where objects shall be manipulated directly after their

detection (e.g. circulating tumor cell detection and isolation

in blood), real-time peak detection is required [2].

There are plenty of methods applied to the detection of peaks

in time series. A conventional way of peak detection is via

filtering and thresholding [3]. Depending on the application,

more sophisticated filtering approaches may be preferable. For

example, for the diagnosis of epilepsy, auto-regressive mod-

eling followed by Kalman-filtering for parameter estimation

can be used to detect epileptic spikes [4]. For the detection of

electrocardiograph (ECG) signal peaks conventional filtering

can be replaced by its adaptive counterpart [5]. Simpler

approaches in order to account for signal non-stationaries

may consider higher order statistics before thresholding [6],

whereas more (computationally) complicated approaches may

consider neural network based adaptive matched filtering [7].

All above mentioned techniques have the prerequisite that

the entire signal is present at the time of detection. There

are also algorithms, which are designed to be able to work

online at the absence of the entire signal. For example,

filtering and thresholding is again an applicable technique

for sequential detection of peaks. Since this approach is able

to satisfy real time constraints such as speed and memory,

it can be implemented on a field programmable gate array

(FPGA) [8]. Another computationally inexpensive approach

that is implementable on an FPGA was proposed in [9], where

the authors considered local maxima scalogram. Adaptive

adjustments of a sliding window depending on the signal

to noise ratio (SNR) levels with the following thresholding

was proposed for real time peak detection in [10]. Recently,

sequential learning with neural networks were proposed for

online detection of peaks both in electroencephalography as

well as photoplethysmogram signals in [11] and [12].

In this paper sequential real-time peak detection is studied

as the initial step of the identification of circulating tumor

cells in blood. The real-time application is to be realized on a

moderate FPGA chip, therefore, only the algorithms, which

are computationally inexpensive and which fulfill storage

requirements, i.e.:

(a) Filtering and thresholding

(b) Energy detector

(c) Baseline method

(d) Machine learning (ML) approaches

are considered for comparison. According to our knowledge,

this is the first work, which compares different types of

sequential peak detection algorithms as the initial step of

identification of circulating tumor cells in blood taking into

account speed and storage constraints for practically realizable

implementations.

The rest of the paper is organized as follows. In Section II,

signal model is given. In Section III, sequential peak detection

algorithms are introduced. In Section IV, experimental results

are presented and finally in Section V, the paper is concluded.

II. SIGNAL MODEL

The theoretical signal model is deduced from the real time

experimental setup shown in Figure 1, where fluorescent ob-

jects, e.g. cells marked with Carboxyfluorescein succinimidyl

ester (CFSE) are dispersed in a fluid flowing in a microfluidic

channel of 500 µm width and 60 µm height. Regarding the

channel width they are focused around the center of the
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channel by hydrodynamic focusing (two sheath flows, one

sample flow). The flow rate of the sample is 0.05 milliliter

per minute and the sheath flow is 0.5 milliliter per minute.

The size of the objects is typically between 10- and 15 µm.

At the point of detection the microfluidic channel is illu-

minated by a 488 nm laser. When the fluorescent objects

cross the laser illumination zone fluorescence light will be

emitted, which is optically filtered from the excitation light

and finally collected by a silicon photomultiplier detector. The

analog signals from the detector are sampled by an analog

to digital converter, which has a sampling frequency of 125
kHz. Due to the hydrodynamic focusing and a low object

concentration chosen in this experiment the objects will ideally

pass the illumination zone one after another. Consequently,

each object crossing the laser spot will lead to a peak signal

in the measured data.

There are two sources of disturbances underpinning the peak

signal. The first source is inevitable dark current noise and

quantum noise. The second source is caused by the cell flow

rate imperfections and may be modeled by an additional lower

variance Gaussian signal. Hence, the discretized signal model

can be defined as

r[n] = s[n] + v[n]
︸ ︷︷ ︸

x[n]

+w̃[n] (1)

where s is a deterministic Gaussian shaped signal, v is a sec-

ondary Gaussian shaped signal with a much lower amplitude

than that of s, and w̃ is the random noise process. The noise

characteristics can be extracted from the real time signal at the

absence and presence of primary and secondary signals. At the

absence of signal, the noise is white and Gaussian distributed,

i.e. w̃ = w, with mean µ and variance σ2 as justified by

Gaussian curve fitting with respect to minimum mean squared

error (MMSE) criterion. At the presence of signal, the noise is

correlated to the input signal; the higher the signal amplitude,

the lower the effect of noise. This correlation can be extracted

again from the real data using the model

w̃[n] :=

{
w[n]

θ1x2[n]+θ2x[n]+θ3
, if x[n] ≥ w[n]

w[n], otherwise,
(2)

where θ1, θ2 and θ3 are parameters to be found based on

the best fit of r to the real data according to the MMSE

criterion. Once the fitting parameters are found, the theoretical

model given by (1) and (2) can be simulated for various signal

and noise parameters in order to train and test the designed

algorithms.

III. SEQUENTIAL PEAK DETECTION ALGORITHMS

In this section, the peak detection algorithms that satisfy the

speed and storage constraints are presented. The complexity of

training is irrelevant as it can be done off-line but the testing

complexity is expected to be linear and the calculations are

expected to be parallelizable such that full benefit of the FPGA

can be obtained.

Laser Illumination

Fluorescence Signal

Fig. 1. Microfludic channel with flowing fluorescent objects, e.g. fluorescence
marked cells. The objects are illuminated by a laser at the point of detection,
leading to a Gaussian fluorescence signal per object.

A. Filtering and Thresholding

Real time sequential peak detection can be realized through

filtering for noise removal and the following thresholding for

detection. Since the noise is white and hence it has uniform

effect on all frequency components, for the sake of simplicity,

the following moving average filter can be used to surpass the

effects of noise

yl[n] =
1

L

L−1∑

k=0

r[n− k], (3)

where L is the filter length. The thresholding after low-pass

filtering may be not robust against high amplitude spikes

which may be present due to voltage fluctuations. Therefore,

the high-pass filtering

yh[n] = yl[n]− yl[n− 1], (4)

followed by the low-pass filtering of yh with (3) leading to yd
and thresholding as

p[n] :=

{

r[n− 1], if yd[n− 1] < 0, yd[n] > 0

0, otherwise.
(5)

is preferred. This method is also known as the derivative

approach.

B. Energy Detector

For a deterministic signal in white Gaussian noise, where

the complete signal is available, and the maximum likelihood

estimation (MLE) of the signal in noise results nothing but the

received signal itself, the optimum detector which maximizes

SNR is known to be the energy detector [13, p. 250]

ye[n] =
1

W

W−1∑

k=0

r[n− k]
2
, (6)

where W is the moving window length. The peak signal p is

obtained by thresholding ye, i.e. replacing yd by ye and the

threshold 0 by some suitable threshold t in (5).
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C. Baseline Tracking

This algorithm takes into account the deviations from the

baseline assuming that the peak signal can statistically be

modeled as time series of outliers which deviate from the

majority of data points with respect to the signal amplitude.

In order to identify the outlying signal, an adaptive baseline

signal yb is generated from r as

yb[n] :=







yb[n− 1] + 1, if 0 < r[n]− yb[n− 1] < τ,

yb[n− 1]− 1, if 0 < yb[n− 1]− r[n] < τ,

yb[n− 1], otherwise,

(7)

with the initial condition yb[0] = r[0], where τ is a parameter

defining the strength of deviations up to which the baseline

signal yb follows the output signal r. Above the given thresh-

old τ , the baseline signal yb stops following r and waits until

the condition |r[n]− yb[n− 1]| < τ holds again. Let t1 be the

time instance when |r[n] − yb[n − 1]| ≥ τ holds for the first

time and let t2 > t1 be the time instance when the condition

|r[n]− yb[n− 1]| < τ holds once again. The peak is detected

as

p[n] :=

{

max(r[n], p[n− 1]), if t1 ≤ n ≤ t2

0, otherwise
(8)

with the initial condition p[t1] = r[t1]. In order to prevent

false alarms due to unrealistic (low variance) peaks, e.g. due

to noise or secondary physical effects, t2 − t1 needs to be

bounded. That is, for all p[n] 6= 0 if t2− t1 < t then p[n] := 0
for some user defined threshold t.

D. Machine Learning Algorithms

In the sequel three different machine learning algorithms

will be introduced. The details of classification and peak

detection will be explained in Section IV.

1) Linear SVM: For a two class classification problem,

given l samples of n-dimensional training vectors xi ∈ R
n and

their corresponding class labels yi ∈ {−1, 1}, i ∈ {1, . . . , l},

the solution of the following primal optimization problem

min
1

2
‖w‖

2
+ C

l∑

i=1

ξi

s.t. yi(w
T
xi + b) ≥ 1− ξi, ξi ≥ 0 (9)

is an affine n-dimensional hyperplane parameterized by w and

b, where C > 0 is a user defined regularization parameter.

Solving the primal problem (or its dual see [14]) leads to

the training. Consequently, for every unknown sample x, the

testing is obtained by

sign
(
w

T
x+ b

)
. (10)

The Equation (10) indicates that the complexity of testing is

linear in the number of features, n.

2) Non-Linear SVM: A linear SVM can be extended to a

non-linear SVM via changing the inner product term xi
T
xj

by its kernelized version K(xi,xj), where K : Rn×R
n → R,

in the dual optimization problem and solving the underlined

equations for training. The testing is done by

sign

(
l∑

i=1

αiyiK(xi,x) + b

)

(11)

where αi ∈ R are the Lagrangian parameters imposed on

the dual problem [14]. The testing complexity of non-linear

SVM depends on the kernel but it is O(nl) for some well

known kernels such as the Gaussian kernel K(xi,xj) =
exp(−γ ‖xi − xj‖

2). In comparison to linear SVM, roughly

l times more memory is required. Memory and speed require-

ments can be linearized by either cropping the support vectors

or reducing the number of training samples.

3) Artificial Neural Networks: An artificial neural network

(ANN) can be defined as a graph, which connects the input

data (data samples) to the output data (class labels). ANNs

comprise an input layer, several hidden layers and an output

layer. Each neuron in a particular layer computes a function of

the form f(wT
x+b), where f is called the activation function,

e.g. f(x) = tanh(x). There are various training algorithms

to train the ANNs e.g. the back propagation algorithm [15].

Neural networks are highly parallelizable in software and

hence for reasonably chosen numbers of layers and neurons,

ANNs satisfy both the low complexity testing as well as the

storage constraints to be implementable on an FPGA.

IV. EXPERIMENTAL RESULTS

The following steps are taken in the experiments:

• Find the optimum parameters of the signal model defined

by Equations (1) and (2) from the real data according to

MMSE criterion.

• Train and test different peak detection algorithms on the

designed signal model.

• Test the optimized algorithms on the real data.

A. Optimum Signal Parameters

Random signal parameters extracted from the real data are

the mean µ and variance σ2 values of the noise w. Deter-

ministic signal components s and v have known parameters

but they vary from one peak signal to the other. From the

real data, distribution of mean, variance and peaks (maximum

amplitudes) of r were extracted. How x is divided into the

signal s and artifact v components for each peak signal is

unclear. Therefore, we made the assumption that the variance

of s and v are the same at each realization, as the variance is

related to the speed of the cells, however, the artifact signal v
has a maximum amplitude which is eight times less than that

of the peak signal s. This assumption makes the distribution

of the peaks of r similar to that of s. Hence, we can model

the distribution of the peaks of s based on the distribution

of the peaks of r. The location of v, -the mean value of the

artifact Gaussian signal-, is dependent on the location of the
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TABLE I
DETECTION PERFORMANCES OF MACHINE LEARNING ALGORITHMS FOR

TWO DIFFERENT CLASSIFIERS.

Lin. SVM Non-lin. SVM ANN

Noise vs. Signal 0.8921 0.8996 0.9006

Peak vs. Other Signal Comp. 0.9231 0.9601 0.9716

peak signal s. This dependency is randomly modeled, i.e.,

the artifact signal has a mean µv = µs + U , where U is a

uniformly distributed random variable on [−ǫ, ǫ], where ǫ is a

small positive number.

B. Simulations on the Signal Model

Once the signal parameters and their distributions are ob-

tained, the signal model can be used for training and testing of

various peak detection algorithms. In order to simulate various

signal to noise ratios peak amplitudes of s are modeled by the

peak amplitude AU , where U is a random variable which is

uniform on [0, 1] and A is the mean peak value. Accordingly,

SNR is defined as follows:

SNR = 10 log10 A/σ. (12)

In the training phase, for each specific SNR value, optimum

parameters of the first three peak detection algorithms are

determined using a grid search approach. For machine learning

based peak detection algorithms, optimum classifier parame-

ters are determined only once and for a specific SNR value,

i.e. 12.5dB. This uneven process may only result in a slight

drawback against the machine learning approaches because

under the noise only hypothesis the noise is stationary. The

details of training for the specific algorithms are as follows.

For the non-linear SVM a Gaussian kernel is adopted. The

ANN is a feed-forward network with two hidden layers, each

having 20 neurons. For training the ANN, the Levenberg-

Marquardt algorithm is used where each neuron is associated

with the tanh activation function [16]. There are two classifiers

designed, one of which separates the noise from the signal and

the other separates peaks from other signal components such

as falling edge or rising edge. In order to obtain the training

set, peak signals are randomly sampled from the related signal

or noise components by a window of size W = 20 generating

15000 samples of length 20 per class. The same process is

repeated once again to obtain the testing data set. The training

and testing data sets (each 30000 × 20 matrices) are created

randomly for 50 times. Optimum classifier parameters are

found on the training data set using five-fold cross validation.

The average detection accuracy is used for performance assess-

ment. The detection performances of three different machine

learning algorithms for SNR=12.5dB are listed in Table I.

Although the performances of algorithms for noise vs. signal

classification are similar, the linear classifier is not as good as

the other two classifiers for the classification of peaks from

the other signal components.

In the testing phase, all six (trained or optimized) algorithms

are tested using Monte-Carlo simulations with 10000 ran-

domly generated peak signals r. As mentioned, each machine

learning algorithm is identified with two classifiers. The first

classifier decides whether the window corresponds to noise or

signal, and in case it belongs to a signal, the second classifier

decides whether it is a non-peak or peak. If the second

classifier fails to detect any peak, mean position of the signal

components from the first classifier is used for peak detection.

For all algorithms a peak is assumed to be detected correctly

if the related detector gives a positive decision which varies at

most T = 10 discrete points in time from the actual position of

the original peak. Since for every N = 4000 discrete points in

time, only one peak signal is generated (e.g. s with minimum

width of 10 points and maximum width of roughly 60 points),

the data is unbalanced with respect to the first classifier, i.e.

there are possibly much more false alarms (in fact maximum

of k = N − W − 2T ) than missed detections. Therefore,

Neyman-Pearson type of classifiers are designed with false

alarm ratios close to zero. For the second classifier, the data

is much more balanced, therefore false alarm constraints are

relaxed in comparison to the first classifier. Let PF denote

the false alarm probability, PM denote the miss detection

probability and P0 denote the a-priori probability of the noise-

only hypothesis against the alternative hypothesis that the data

sample is a peak within an acceptable margin T . Then, the

overall performance of algorithms can be evaluated by the

Bayesian error probability

PE = P0PF + (1− P0)PM (13)

where P0 = (k − 1)(1 − P0). Taking into account the speed

and storage constraints the sliding window and filter lengths of

W,L ∈ {10, 20, 30} have been considered for all algorithms.

Additionally, in order to be resistant against artifact peaks,

which are more apparent for high SNRs, a peak is declared

if no higher amplitude peak appears after 60 points in time,

and otherwise the previously detected peak is replaced by the

higher amplitude one. The best results obtained by all six

algorithms have been depicted in Figure 2. We can see that

all machine learning schemes have similar error probabilities

and they perform better than the conventional peak detection

algorithms (e.g., ca. 1dB difference at low SNRs in comparison

to the baseline method). At high SNRs there is an error floor

characteristics. This is due to random peak amplitudes which

are lower bounded by 0 unlike peak widths which are lower

bounded by 10 points in time.

C. Simulations on the Real Data

The real data has been obtained by a physical procedure

described in Section II. There are around 100 peaks recorded

in the data, which are around 2.9 · 107 discrete points in

length. Baseline of the signal is not constant and changes

slightly in time. This difference from the developed signal

model necessitates retraining of the peak detection algorithms.

Furthermore, the data obtained is not labeled and therefore

whether the peaks really correspond to the blood cells or some

artifacts is unknown. All six peak detection algorithms have

been applied to the real data and were able to detect the peaks

successfully. For the sake of clarity the results of only two peak

detection algorithms have been plotted and shown in Figure 3.
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Fig. 3. Peak signal and detected peaks for the derivative approach and the
energy detector.

V. CONCLUSION

The problem of sequential peak detection as the initial

step of the identification of circulating tumor cells in blood

has been studied. In order to model the characteristic of

the measurement device a theoretical model with some free

parameters has been considered. Optimum parameters of the

model have been found according to MMSE criterion. Based

on this model three different conventional and three different

machine learning based sequential peak detection algorithms

have been proposed. The machine learning schemes employ a

hierarchical classification procedure, where out of two classi-

fiers the first classifier separates signal from the noise and the

second classifier extracts the peak from the signal. Simulation

results on the synthetic data indicate that the energy detector

and the derivative approach have similar performances whereas

the baseline method performs better. Additionally, the peak

detection algorithms based on machine learning outperform

the conventional schemes although the training process for

the machine learning algorithms considers only a single SNR

point. On the real data all algorithms were able to detect high

amplitude peaks, while again the ML algorithms were better

for lower amplitudes. The results obtained are promising in

order to develop measurement systems that benefit both from

a cost optimized hardware and a high accuracy peak detection

algorithm.
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