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Abstract—The speech breathing rate has been used for the
early prediction of disease and detection of emotions. Most of
the breath detection equipment are contact based. Here, we
try to detect the speech breathing rate from speech recordings.
Cepstrogram matrix is used as the feature for classifying the
speech frames as breath or non-breath. The classifier used is
the support vector machine (SVM) with a radial basis function
(RBF) kernel. The classifier output is post-processed to join
breathing segments which are closely spaced and remove breaths
of small duration. The speech breathing rate is calculated from
the breath to breath interval. The algorithm has been tested on
a student evaluation database. When tested, the algorithm yields
an F1 Score of 89% and root mean square error (RMSE) of 4.5
breaths/min for the speech-breathing rate. The breath segments
have been validated by keenly listening to speech recordings and
viewing thermal videos.

Index Terms—Breath detection, cepstrogram, speech-breathing
rate, SVM.

I. INTRODUCTION

Speech breathing is usually referred to the breathing during
speech activity. During speaking, the duration of expiration is
almost ten times that of the quiet breathing. Also, the velocity
at which air is inhaled is high compared to quiet breathing
[1]. Hence, the breath sound is normally audible in the speech
recordings. Speech breathing parameters have been used for
disease prediction [2], [3] as well as in emotion detection [4],
[5].

Measurement of speech breathing parameters is usually car-
ried out using specialised devices like chest pneumograph [1]
and surface electromyography [6] along with the microphone.
These contact-based breath measurements need to connect
external devices to the human body. These connections might
inhibit the natural and spontaneous emotions of the speakers.
The various non-contact methods use thermal camera [7] or
radar sensors which are expensive. Speech breathing has also
been analysed manually by listening to speech recordings [4].
This work tries to automate the calculation of the speech
breathing rate from the recorded speech avoiding the require-
ment of any specialised hardware.

Prediction of physiological parameters from the speech has
been a less explored area as stated by Jati et al., in [8]. The
physiological parameters that have been predicted from speech
include heart rate [9], [10], skin conductance [11], respiratory
sinus arrhythmia [8]. Breath analysis from audio recordings
have been performed in [12], [13]. Reyes et al., in [13] used

the tracheal sound along with smartphone camera for finding
the breathing phases. Abushakra and Faezipour in [12] used
audio recorded near nose while the person was breathing. Here
they have addressed the quiet breathing which is different
from the speech breathing where the person being exam-
ined is speaking. They used voice activity detection (VAD)
along with mel frequency cepstral coefficients (MFCC) for
identifying the inspiration and expiration phases of breathing.
The characteristics of the breath segment closely resemble
with some unvoiced phonemes like fricatives which make the
identification of breath segments from speech difficult.

Hlavnička et al. in [3] use linear frequency cepstral coeffi-
cients (LFCC) along with zero-crossing rate, auto-correlation
function, signal power, and duration to classify the voiced
regions. The LFCC was used for the detection of the unvoiced
segments and later for the breath sound detection. This along
with other parameters have been used for the prediction of the
Parkinsons disease.

Breath sound detection is an important phase of speech
breathing rate detection. It has been used to remove the breath
segment in high-quality songs and speeches [14]. Ruinskiy
and Lavner used MFCC [15] along with zero-crossing rate,
short-term energy, spectral slope, and breath duration for the
classification of the breath and non-breath segments of the
recording. This method is found to detect weak fricatives
in addition to the breath sounds [16]. The MFCC and its
variations have been used in [16], [17] for the breath detection.
Igras and Ziólko in [18] use discrete wavelet transform for
breath detection.

In this paper, there are three contributions. Firstly, we have
modified the existing breath detection algorithm in [14]. The
feature used in this algorithm is the cepstrogram matrix formed
from the MFCC coefficients. But unlike [14], we use an
SVM classifier to classify the speech frames as breath or
non-breath. The algorithm uses the breath duration features
to post-process the classifier output for better results. Here,
we have applied read speech only. Secondly, due to the errors
found during the perceptual recognition of breaths [19], the
obtained output of the algorithm has been validated using
thermal video along with the speech signals. Lastly, we have
designed an experiment for the data collection, which record
thermal and normal video along with the speech in various
emotional situations.

This paper is organised as follows. Section II describes how
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the true breath segments are identified. The data collection
method is discussed in section III. Section IV describes the
proposed breath detection method.The results are shown in
section V and section VI concludes the paper.

II. IDENTIFICATION OF TRUE BREATH SIGNALS

Speech breathing rate calculation from the speech record-
ings starts with the detection of the breath segments. A normal
breath signal in a speech recording will be preceded and
followed by silence region as shown in Figure 1(a). But all
the breathing instances might not be like the one shown in
Figure 1(a). Some speakers, when going out-of-breath, but
don’t want to stop in between a sentence, they take very
sudden small duration breaths. Some of these breaths are
very different from the normal breaths. An example is given
in Figure 1(b). This speech segment has been confirmed as
a breath event from the corresponding thermal video. The
colour in the thermal image ranges from black to white. The
white indicates the highest temperature and black the lowest.
In Figure 2(a), the red region in the opening of the nose
and the mouth indicate a decreased temperature due to the
inhalation of air which is absent in the Figure 2(b). Figure 2(b)
is the thermal image taken after this breath segment during
the speech. The minimum duration of the breath is around 75
ms [14].

III. DATA COLLECTION

The data for the speech breathing rate measurement has
been collected from a group of interns at the Indian Institute
of Technology, Kharagpur. The dataset contains recordings in
two situations: baseline recording and evaluation recording.
For the baseline recording, the participants have been asked
to do self-introduction and to read a paragraph twice. The
recording room has been arranged to record their speech,
thermal and normal video. Two psychologists have been part
of the recording team and graded calmness of the subjects.
The psychological state of the participants have been evaluated
before and after the recording using short-State and Trait
Anxiety Inventory (short-STAI) [20]. The participants have
been asked to do diaphragmatic breathing [21] to relax them
before they read the paragraph for the second time.

The referral is essential for the interns for getting admission
to top universities and securing good jobs. The interns are
generally under pressure to impress the professor, who will
eventually act as a referee. Usually, the continuous evaluation
of the interns are carried out and no special evaluation sessions
are arranged. But to make the interns more anxious, a special
evaluation session has been arranged. The students have been
asked to read the same paragraph as in the baseline recording
during the evaluation. The data in various emotional situations
has been used to check whether the breaths in various emotions
could be recognized.

The experiment has been approved by the ethical com-
mittee of the institute, and informed consent has been taken
from the participants. There have been 16 participants for
the experiment. The mean age of the participants is 21.22

(a) Normal Breath segment

(b) A low amplitude Breath segment

Fig. 1. Examples of the breath segments in speech.

(a) During breath (b) During speech

Fig. 2. Thermal images taken during breath and speech.

years with a standard deviation of 2.1 years. This includes
5 female and 11 male participants. The microphone used
for the recording is Ahuja HBM-50 headband microphone
and audacity software has been used for the recording. The
recording has been carried out on a Dell Inspiron laptop with a
Core-i5 processor and 8GB RAM. The audio signals have been
recorded in a 32-bit format at a sampling rate of 44.1 kHz.
A Fluke Ti400 thermal camera has been used for recording.
The thermal videos are recorded at 9 fps. A Nikon DSLR
camera has been used for normal video recording. The videos
are recorded at 59.94 fps. There are 47 recordings of the
paragraph read, which include 32 baseline and 15 evaluation
recordings, and 16 recordings of the self-introduction in the
database. The average length of the audio signals in which
the given paragraph has been read is 20.9 seconds. The breath
sounds are audible in the speech recordings.
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IV. METHODOLOGY

The noise level in the speech recordings has been found
to be low, and hence no denoising algorithm has been used.
The speech signals used for training the SVM classifier has
been manually divided into breath and non-breath segments.
The non-breath segments include the speech, both voiced and
unvoiced, and silence segments of the recordings. The frame
size used for the algorithm has been selected as the minimum
length of the breath signal FLmin as in [14]. The speech
signals are divided into frames of length FLmin with a frame
shift of 10 ms. The cepstrogram is calculated for each frame
from the MFCCs as given in subsection IV-A. The cepstrogram
of each speech frame is classified as breath and non-breath
using the SVM classifier as given in subsection IV-B. Sub-
section IV-C describes the post-processing steps. The speech-
breathing rate calculation is given in subsection IV-D.

A. Cepstrogram

The framed speech signals have been used for finding the
cepstrogram. The procedure for calculating the cepstrogram is
given below:

1) The pre-emphasis of the frame is carried out using a
first-order difference filter.
H(z) = 1− αz−1 where α = 0.95.

2) The frames are divided into sub-frames of 10 ms dura-
tion with a hop size of 5 ms.

3) The MFCCs for each sub-frames are calculated and
are concatenated as columns to form the cepstrogram
matrix. The DC components are removed from each of
the columns of the cepstrogram.
The cepstrogram matrix X is given by

X = [V1 V2 . . . VN ] (1)

where N is the number of sub-frames in a frame and
Vi ∈ <15×1 are the DC removed MFCC coefficients of
the ith sub-frame.

The MFCCs for each sub-frame has 15 values. The cep-
strogram of silence, non-breath and breath frames are given
in Figure 3. The voicebox1 toolbox has been used for the
calculation of the MFCCs.

B. Classifier

An SVM classifier with an RBF kernel has been used for
the classification of each speech frame as breath or non-breath.
The cepstrogram matrices of the frames of the manually
separated breath and non-breath segments have been used
as the features for SVM. The cepstrogram matrix has been
reshaped into a one-dimensional vector X̄ ∈ <1×15N and
used for the training of the classifier.The speech signals in
the database have been divided into train and test data in the
ratio of 40:60. The speech signals of 6 participants out of
the 16 have been used for training. The training set include
both female and male participants. There have been 85 breath
segments and 108 non-breath segments in the training data.

1http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.html

(a) Breath (b) Speech (c) Silence

Fig. 3. Cepstrogram of breath, speech and silence segments.

These segments produced 1718 breath frames and 35312 non-
breath frames. The output of the classifier is a Breath vector
B(n) ∈ <1×L, where L is the length of the speech input,
whose values are either 1 or 0 and n is the index which varies
from 1 to L.

B(n) =

{
1 if n ∈ Breath frame,
0 if n ∈ Non-breath frame

(2)

To overcome the miss-classification error, the output of the
classifier output B(n) has been post-processed.

C. Post processing

It has been observed that the classifier has erroneously
classified some frames in the breath segment as non-breath.
Breathing being a continuous process, in this circumstance,
we use heuristic to join the closely spaced breath segments
detected. The starting and ending index points of each breath
frames has been found out. Let bsi and bei be the start and end
index points of the ith breath segment detected. The joining
of close breaths has been done as given in (3).

B(n) = 1 if

{
n ∈ [bei bsi+1] &

bsi+1 − bei < 2× FLmin

(3)

Also, the breath segments which do not have a minimum
duration have been removed. The starting and ending points
of the breath segments have been calculated again and the
removal of smaller breaths have been performed as in (4).

B(n) = 0 if

{
n ∈ [bsi bei] &

bei − bsi < FLmin

2

(4)

D. Speech-breathing rate

The breath to breath interval (bb) has been calculated by
finding the difference between the starting time of the adjacent
breaths. The speech breathing rate (sbr) has been calculated as
the inverse of the breath to breath interval (bb−1). The average
of the speech-breath rate has been calculated for each speech
recording.

V. RESULT

The method has been able to detect most of the breath
segments. The detected breaths have been validated using
the thermal videos. The method has been compared with the
method in [14]. In the edge detection stage the second method
stated by Ruinskiy et al. has been used for the implementation.
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Fig. 4. Breath segments detected in the speech signal.

TABLE I
PERFORMANCE EVALUATION OF THE ALGORITHM

Ruinskiy and Lavner
Method [14]

Proposed
Method

Total Breaths 118 118
Full Detection (IOU≥0.5) 83 95

Partial Detection (IOU<0.5) 12 7
False Detection 46 8
Not Detected 23 16

Precision 67.38% 92.73%
Recall 80.51% 86.44%

F1 Score 73.36% 89.47%

Though, this method is able to detect most of the breath
segments, many false detections have been made. Also, the
various threshold values have to be tuned to get good results.
Both algorithms has been trained on the same data. The
Intersection Over Union (IOU) is calculated for the breath
segments detected. The breaths which has IOU greater than
or equal to 0.5 is taken as full detection. The breaths which
have IOU less than 0.5 are taken as partial detection. The
recall, precision and F1 score have been calculated for both
the methods.The results are given in Table I.

The performance of the proposed algorithm on the baseline
and evaluation recordings is given in Table II. The result
indicates that the breaths on baseline recordings is better
detected than the evaluation. This might be due to the larger
number of training samples in the baseline recording.

TABLE II
PERFORMANCE OF PROPOSED METHOD ON BASELINE AND EVALUATION

RECORDINGS

Baseline
recording

Evaluation
recording

Total Breaths 75 43
Full Detection(IOU≥0.5) 63 32

Partial Detection (IOU<0.5) 1 6
False Detection 3 5
Not Detected 11 5

Precision 95.52 88.37
Recall 85.33 88.37

F1 Score 89.51 88.37

An example of the output has been shown in Figure 4.
Here, the first graph shows the breaths detected after the
classification. The second graph shows the output after the
joining of the close breaths using (3). The output after the
removal of small breaths using (4) has been given in the third
graph. It can be observed that two adjacent breaths have been
joined together and a breath of smaller duration has been
removed. The algorithm could detect the starting edges of the
breath with a difference less than 0.1 seconds. The RMSE of
the speech breathing rate has been found to be 4.5 breaths/min.

VI. CONCLUSION

In this paper, we try to estimate the speech breathing rate
from the speech recordings. The SVM classifier along with
post-processing based on breath characteristics has been used
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for breath detection. The algorithm has been found to be
working better when compared with the algorithm in [14] on
the created database.

In future, we are planning to develop a mobile-app for the
same. We are planning to use speech breathing parameters
to detect stress/anxiety. Also, the automatic measurement of
speech breathing rate from spontaneous speech has to be
addressed.
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