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ABSTRACT 
 
In this paper, a new method is proposed to reveal changes 
using multiresolution and multitemporal remote sensing 
images. The considered method consists to provide two 
latent 2D variables with the same resolutions using the 
linear spectral unmixing concept based on nonnegative 
matrix factorization. Changes will then be discernible by 
comparing these two 2D variables or by applying classical 
change detection method, such as change vector analysis, on 
these variables. Simulation results presented show that the 
proposed approach is efficient for identifying changes 
occurred between two optical images with different spatial 
and spectral resolutions. 
 

Index Terms— Change detection, multiresolution and 
multitemporal remote sensing images, linear spectral 
unmixing, nonnegative matrix factorization 
 

1. INTRODUCTION 
 
Change detection is considered one of the most important 
issues in Earth observation [1], [2]. Detecting changes 
consists of locating regions that have evolved between two 
dates from two observations of the same scene [2].  Change 
monitoring through satellite imagery is useful in many 
applications such as land-use and land-cover change, urban 
change, forest change and damage assessment [3]. Ideally, 
the two images to be compared must have the same spatial 
and spectral resolutions or should be acquired from the same 
sensor, but in some emergency situations such as natural 
disasters, images from the same sensor are not available [2]. 
Therefore, exploiting the available data from different 
sources is inevitable. Many change detection algorithms 
have been developed for change detection using two 
observations with the same resolution such as post-
classification comparison [4], change vector analysis [5], [6] 
and multivariate alteration detection technique [7]. 
Spatial and spectral resolutions difference between two 
image dates complicates direct comparison of data to detect 
changes. Recently, authors in [2], [8] and [9] propose 
fusion-based approaches to deal with images with different 
spatial and spectral resolutions.     

The purpose of the research presented in this paper is to 
introduce and evaluate an algorithm to carry out change 
detection.  The suggested strategy, consist at first to provide 
from two observed images with different spatial and spectral 
resolutions at two different moments, two latent 2D 
variables having the same spatial and spectral resolutions. 
The designed approach is based on the spectral unmixing 
concept using matrix factorization with nonnegativity 
constraints. The proposed algorithm uses a new gradient-
based iterative update rules to optimize a cost function that 
includes observable data and spatial and spectral 
degradation models between them and unobserved ones. 
Then, changes detection is performed by comparing these 
restituted 2D variables or by applying a change vector 
analysis (CVA) [5], [6] approach to these generated 
variables. 
The remainder of this paper is organized as follows: the 
proposed approach is presented in the second section. In the 
third section, simulation results are given and the 
performance is analyzed. Finally, conclusions are drawn in 
the last section of this paper. 
 

2. PROPOSED APPROACH 
 
In this section, the approach that we propose to detect 
changes is described. Consider two observed optical images 
acquired from two different sensors at two different dates. 
Typically, these two images are a hyperspectral image 

X୦ ∈  Rା
୐౞×୔౞ and a multispectral one X୫ ∈  Rା

୐ౣ×୔ౣ with a 
number of pixels P୫ > P୦ and a number of spectral 
bands L୦ > L୫. Using a matrix form, the considered data 
can be modeled as [10], [11] 
 

𝑋ℎ =  𝐴ℎ 𝑆ℎ, (1) 
  

𝑋௠ =  𝐴௠  𝑆௠, (2) 
 

where each row of the matrix Xi is one spectral band of the 
considered hyperspectral/multispectral image. Every column 

of the matrices 𝐴ℎ ∈  𝑅ା
௅ℎ୶௄ and 𝐴௠ ∈  𝑅ା

௅೘୶௄ is one 
hyperspectral/multispectral endmember-spectrum and the 
matrices 𝑆ℎ ∈  𝑅ା

௄୶௉ℎ  and 𝑆௠ ∈  𝑅ା
௄୶௉೘  contains abundance 

fractions: each row represents all abundance fractions of one 
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endmember in all pixels. These abundance coefficients must 
satisfy the abundance sum-to-one constraint [10], [11]. K is 
the (known or estimated) number of endmembers. 
Let 𝑋௠  the before-change image acquired at 𝑇ଵ and 𝑋ℎ the 
after-change image acquired at 𝑇ଶ. Due to the differences in 
spectral and spatial resolutions, the suggest method consists 
firstly to inferring two high spatial and spectral unobserved 
images 𝑌෨ଵ ∈  𝑅ା

௅ℎ×௉೘ and 𝑌෨ଶ ∈  𝑅ା
௅ℎ×௉೘, such as, 𝑋௠  and 𝑋ℎ 

are respectively assumed to be spectrally and spatially 
degraded versions of the considered latent data: 
 

𝑋௠ =  𝐷ఒ𝑌෨ଵ, (3) 
  

𝑋௛ =  𝑌෨ଶ 𝐷௦, (4) 
 

where 𝐷ఒ ∈ 𝑅ା
௅೘୶௅ℎ and 𝐷௦ ∈ 𝑅ା

௉೘୶௉ℎ are linear operators 
that perform the spectral and the spatial degradation 
between observed and latent data. Consequently, 𝑌෨ଵ, 𝑌෨ଶ, 𝑋௠ 
and 𝑋ℎ can be modeled, in matrix form, as: 
 

𝑌෨ଵ =  𝐴௛  𝑆௠ , (5) 
  

𝑌෨ଶ =  𝐴ℎ 𝑆௠ᇲ , (6) 
  

𝑋௠ =  𝐷ఒ𝐴௛  𝑆௠, (7) 
  

𝑋௛ =  𝐴௛ 𝑆௠ᇲ  𝐷௦, (8) 
 
where 𝑆ℎ is assumed to be the spatial degraded version of 
 𝑆௠′  (i.e. the two images Xm and Xh contain the same 
materials), and are linked according the following relation: 
 

𝑆௛ =   𝑆௠ᇲ  𝐷௦. (9) 
 
In this work, an algorithm based on nonnegative matrix 
factorization (NMF) [10], [11] technique is used to estimate 
the latent images 𝑌෨ଵ and  𝑌෨ଶ  from the observed images 𝑋௠ 
and  𝑋௛  by minimizing the designed cost function 
 

𝐽ଵ =
ఈ

ଶ
ฮ𝑋௠ − 𝐷ఒ 𝐴ሚ௛𝑆ሚ௠ฮ

ி

ଶ
+

ఉ

ଶ
ฮ𝑋௛ − 𝐴ሚ௛𝑆ሚ௠ᇲ𝐷௦ฮ

ி

ଶ
, (10) 

 
where α and β are weighting coefficients that are set to the 
inverse of the number of elements in each considered norm 
[11]. ‖.‖F represents the Frobenius norm.  
The above J1 is minimized by an iterative gradient-based 
algorithm, which practically yields a monotonic decrease, 
from an iteration to another, of this cost function. To derive 
the gradient expressions, J1 is expressed as:  
 

𝐽ଶ =
𝛼

2
𝑇𝑟(𝑋௠𝑋௠

் ) − 𝛼 𝑇𝑟൫𝑋௠𝑆ሚ௠
் 𝐴ሚℎ

்𝐷ఒ
்൯ 

+
ఈ

ଶ
 𝑇𝑟(𝐷ఒ𝐴ሚℎ𝑆ሚ௠𝑆ሚ௠

் 𝐴ሚℎ
்𝐷ఒ

்)+
ఉ

ଶ
 𝑡𝑟(𝑋ℎ𝑋ℎ

்) 

−𝛽𝑡𝑟൫𝑋ℎ𝐷௦
்𝑆ሚ

௠′
் 𝐴ሚℎ

்൯ +  
ఉ

ଶ
 𝑡𝑟(𝐴ሚℎ𝑆ሚ௠′𝐷௦𝐷௦

்𝑆ሚ
௠′
் 𝐴ሚℎ

்). 

(11) 

 

Tr(.) and (.)T, respectively, represent the matrix trace and the 
matrix transpose. The gradient expressions of the considered 
criterion, with respect to the three involved variables, are 
therefore defined by: 
 

𝛿𝐽ଶ

𝛿𝐴ሚℎ
= 𝛼൫𝐷ఒ

்𝐷ఒ𝐴ሚℎ𝑆ሚ௠𝑆ሚ௠
் − 𝐷ఒ

்𝑋௠𝑆ሚ௠
் ൯ 

+𝛽(𝐴ሚℎ𝑆ሚ௠′𝐷௦𝐷௦
்𝑆ሚ

௠′
் − 𝑋ℎ𝐷௦

்𝑆ሚ
௠′
் ), 

(12) 

  
ఋ௃మ

ఋௌሚ೘
= 𝛼(𝐴ሚℎ

்𝐷ఒ
்𝐷ఒ𝐴ሚℎ𝑆ሚ௠ − 𝐴ሚℎ

்𝐷ఒ
்𝑋௠), (13) 

  
ఋ௃మ

ఋௌሚ೘ᇲ
= 𝛽(𝐴ሚ௛

்𝐴ሚ௛𝑆ሚ௠ᇲ𝐷௦𝐷௦
் − 𝐴ሚ௛

்𝑋௛𝐷௦
்). (14) 

 
Since, the proposed algorithm is based on the gradient 
descent method with a fixed learning matrix rate 𝜑ఏ, the 
iterative update rule is defined by:  
 

𝜃 ←  𝜃 −  𝜑ఏ
ఋ ௃మ

ఋఏ
, (15) 

 
where 𝜃 corresponds to one of the three considered 
matrices. Applying this latter update rule is not sufficient 
since it does not guarantee the nonnegativity constraint. To 
ensure this constraint, a new iterative projected-gradient 
update rule can be derived from the above one. This new 
rule consists in replacing, if it is negative, each element of 
the left-hand side of (15) by a small positive number 𝜀. The 
final iterative projected-gradient update rule is given by: 
 

𝜃 ← max {𝜀, 𝜃 −  𝜑ఏ
ఋ௃మ

ఋఏ
}. (16) 

 
Therefore, the final proposed iterative update rules for the 
considered matrices 𝐴ሚℎ, 𝑆ሚ௠  and 𝑆ሚ௠′  read 
 

𝐴ሚ௛ ← max ቄ𝜀, 𝐴ሚ௛ − 𝜑஺෨೓

ఋ ௃మ

ఋ஺෨೓
ቅ, (17) 

  

𝑆ሚ௠ ← max ቄ𝜀, 𝑆ሚ௠ − 𝜑ௌሚ೘

ఋ ௃మ

ఋௌሚ೘
ቅ, (18) 

  

𝑆ሚ௠ᇲ ← max ൜𝜀, 𝑆ሚ௠ᇲ − 𝜑ௌሚ೘ᇲ

ఋ ௃మ

ఋௌሚ೘ᇲ
ൠ. (19) 

 
As, the NMF based algorithm is sensitive to the 
initialization, the vertex component analysis (VCA) method 
[12] is performed to initialize estimated hyperspectral 
spectra 𝐴ሚℎ

଴. Also, initial value of the matrix 𝑆ሚ௠ is obtained 
from multispectral data using the fully constrained least 
squares (FCLS) method [13]. The first approximation of 𝑆ሚ௠′  
is obtained from the initial estimation of 𝑆ሚ௠ by applying a 
cubic interpolation.   
The proposed algorithm is stopped when the number of 
iterations exceeds a predefined maximum number. 
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In these investigations, changes that have occurred are 
detected in two ways. In the first way, these changes are 
detected by using the obtained abundance fraction maps  𝑆ሚ௠  
and 𝑆ሚ௠′ . Indeed, a change map can be obtained by means of 
the following measure 
 

𝑑ሚ = ට∑ (𝑆ሚ௠ᇲ
௜

− 𝑆ሚ௠௜
)ଶ௄

௜ୀଵ . (20) 

 
In the second way, changes are revealed by means of the 
standard CVA technique applied on the created latent 
unobserved images 𝑌෨ଵ and 𝑌෨ଶ. The following measure is 
used to detect changes [14] 
 

𝑑ሚ௖௩௔ = ට∑ (𝑌෨ଶ௝
− 𝑌෨ଵ௝

)ଶ௅೓
௝ୀଵ . (21) 

 
3. EXPERIMENTAL RESULTS 

 
In this section, the performance of the proposed approach is 
evaluated using realistic synthetic data. 
 
3.1. Tested data   

 
The multiresolution and multitemporal data used in this 
work are synthesized from Pavia University image captured 
by the Reflective Optics System Imaging Spectrometer 
(ROSIS) sensor, sized 492x183 pixels with 1.3 m spatial 
resolution and 103 spectral bands from 430 to 860 nm.  
To generate observed data a simulation protocol inspired 
from [2] is conducted.  At first, a pair of the observed 

before-after change datasets X୘భ
∈  Rା

୐౞×୔ౣ and             

X୘మ
∈  Rା

୐౞×୔ౣ , are created by performing an unmixing-
mixing process as follow: 
 

𝑋
భ்

= 𝐴 𝑆
భ்
, (22) 

  
𝑋

మ்
= 𝐴 𝑆

మ்
, (23) 

 

where 𝐴 ∈  𝑅ା
௅ℎ୶௄ is the matrix containing endmember 

spectra and  𝑆்೔
∈  𝑅ା

௄୶௉೘ is the matrix of abundance 
fractions.  
Then, in order to produce changes on 𝑋

మ்
, original region 

abundances are replaced by abundance fractions of a region 
selected randomly producing a “copy-paste” pattern. 

The image 𝑋௠ is generated from 𝑋
భ்
 by applying a Gaussian 

blurring-decimation. Also, the image 𝑋ℎ is obtained from 
𝑋

మ்
 by averaging the samples of the hyperspectral spectrum 

over the wavelength regions corresponding to the 4 bands 
Landsat-like spectral response. 
 

   
(a) (b) (c) 

 
Fig.1. Created images: (a) 𝑋௠ , (b) 𝑋ℎ, (c) the change mask. 

 
3.2. Results and discussion   

 
The proposed approach is applied to the generated data. 
Then, and as stated before, the changes can be detected by 
(20) or by performing a CVA approach to generated latent 
images by means of (21). These two ways are compared to 
another one, in which the unobserved latent images are 
obtained by adequately resampling the observed images.       
To assess and compare changes detection results 
numerically, the percentage of correct detection (PCD) is 
used. This measure reflects the total proportion of pixels that 
are correctly predicted. Using the change map and the 
ground-truth change mask, the PCD is calculated as follow 
[15] 
 

𝑃𝐶𝐷 =
்௉ା்ே

்௉ାி௉ା்ேାிே
, (24) 

 
where:  
TP (true positives) is the number of change pixels correctly 
detected; 
FP (false positives) is the number of no-change pixels 
incorrectly detected as change; 
TN (true negatives) is the number of no-change pixels 
correctly detected; 
FN (false negatives) is the number of change pixels 
incorrectly detected as no-change. 
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The obtained performances are reported in the following 
table by using different binarization thresholds. 
 

Table I. Obtained results. 
 

 
Threshold 

Proposed 
by means of 

(20) 

Proposed 
by means of 

(21) 

CVA on 
resampled 
observed 
images 

0 3.55 3.55 3.55 
0.1 8.12 4.83 12.60 
0.2 19.22 9.92 23.84 
0.3 39.62 26.73 31.12 
0.4 61.83 56.55 37.09 
0.5 81.71 71.95 44.10 
0.6 89.40 81.43 50.42 
0.7 92.39 87.61 56.97 
0.8 94.08 91.63 62.50 
0.9 95.57 94.28 67.09 
1 96.03 95.68 70.85 

  
It can be observed from the above table, that the proposed 
approach, by means of the two ways, yields a satisfactory 
performance and, generally, outperforms the tested method 
that uses CVA on the resampled observed images. These 
results confirm that the proposed concept based on the linear 
spectral unmixing is a good strategy to change detection by 
using multiresolution and multitemporal remote sensing 
data. 
 

4. CONCLUSION 
 
In this article, a new method is proposed to deal with the 
remote sensing change detection problem. To reveal 
changes between two multitemporal and multiband images 
with different spatial and spectral resolutions, we have 
proposed to use the spectral unmixing concept based on 
nonnegative matrix factorization, in which, a new iterative 
update rules optimize a cost function that combines the two 
observed images and spatial and spectral degradation 
models between them and unobserved latent ones. 
Two ways are proposed in these investigations. The first one 
uses change vector analysis on the obtained abundance 
fraction maps, while the second one uses this technique on 
the created unobserved latent images. 
Obtained simulation results show that the proposed method 
is suitable for changes detection between multiresolution 
images. 
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