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#### Abstract

In this paper we consider the structured multilinear low-rank tensor decomposition problem where group sparsity is enforced using nuclear norm regularization. We adopt the recently proposed sequential convex approximation approach to develop an optimization algorithm suitable for implementation on modern parallel hardware architectures. An existing optimization algorithm for this non-convex and non-differentable optimization problem relies on a lifting approach. For large problem dimensions the lifting procedure is, however, inefficient as it drastically increases the number of optimization variables. Our proposed algorithm does not require lifting and directly operates on the original parameters space. We demonstrate the performance gains in terms of convergence speed of the proposed sparse tensor decomposition method for the example of two dimensional harmonic retrieval.


## I. Introduction

Multidimensional harmonic retrieval and more generally structured multilinear low-rank tensor decomposition is a problem that is fundamental in many important applications including radar signal processing, direction-of-arrival estimation, MIMO channel sounding and nuclear magnetic resonance tomography. Recently, multidimensional harmonic retrieval has been successfully applied in the context of channel estimation in massive MIMO systems [1], [2], [3], [4], [5]. Traditionally, subspace based methods are used to solve the two- and multidimensional harmonic retrieval problem [6], [7]. Subspace methods achieve a satisfactory estimation performance at low computational complexity. The MUSIC algorithm presented in [8] can be used to estimate the frequencies of a superposition of multiple harmonic signals. However, unlike the one-dimensional harmonic retrieval problem for which the computationally efficient root-procedure can be applied, in multidimenisional harmonic retrieval a computationally demanding spectral search is required. In [9], [10], [11] search free methods for two- and multidimensional harmonic retrieval have been proposed that exploit the multiple shift-invariance structure of the measurement tensor. In [12] a polynomial rooting technique for 2D harmonic retrieval has been propose.

[^0]Recently, sparse recovery techniques came into the focus of parameter estimation, which exhibit the superresolution property [13]. In comparison to the subspace based methods, sparse recovery methods show a good performance even though for a small number of snapshots and do not rely on the signal covariance matrix estimation. However, sparse recovery methods require a fine discretization of the parameter grid, in order to achieve a high resolution and to avoid the basis mismatch [14]. For uniform linear sampling schemes gridless sparse recovery methods based on atomic norm minimization have been proposed in [15], [16] and [17]. In [3] a sparse recovery method based on nuclear norm minimization is presented which is also suitable for irregular sampling schemes. Recently, customized iterative algorithm have been proposed to efficiently solve the corresponding sparse regularization problems without the need of using general purpose interior point solvers. The block coordinate decent method (BCD) [18] has, e.g., been applied in [19] in the context of row-sparse signal recovery from multiple measurements. In [3] the successive convex approximation (SCA) algorithm has been adapted for rank-sparse recovery in the context of two-dimensional harmonic retrieval. The drawback of this method is that a lifting procedure had to be employed to circumvent bilinear product terms in the optimization. This significantly increases the number of optimization variables resulting in prohibitive computational complexity and large memory demands in large scale problems.

In this paper we propose an alternative SCA algorithm for structured sparse multilinear low-rank tensor decomposition which avoids these difficulties and which is therefore suitable for large scale optimization. The algorithm is fully parallel, involves only simple operations and is therefore well suited for implementation on parallel hardware architectures and graphical processing units (GPUs).

## II. Signal Model

We consider the two-dimensional (2D) harmonic retrieval problem where a superposition of $P$ source signals with 2D frequencies $\left\{\left(\theta_{p}, \phi_{p}\right)\right\},(p=1, \ldots, P)$ is recorded over $L$ snapshots. Let, $\boldsymbol{a}(\theta)=\left[1, e^{-\mathrm{j} \pi \theta}, \ldots, e^{-\mathrm{j} \pi(M-1) \theta}\right]^{\mathrm{T}} \in \mathbb{C}^{M}$
and $\boldsymbol{b}(\phi)=\left[1, e^{-\mathrm{j} \pi \phi}, \ldots, e^{-\mathrm{j} \pi(N-1) \phi}\right]^{\mathrm{T}} \in \mathbb{C}^{N}$ denote the frequency responses along the first and the second sampling axes with sample dimensions $M$ and $N$, respectively for $\theta=[-1,1], \phi=[-1,1]$. The measurements form a threedimensional tensor

$$
\begin{equation*}
\mathcal{Y}=\sum_{p=1}^{P} \boldsymbol{a}_{p} \circ \boldsymbol{b}_{p} \circ \boldsymbol{h}_{p}+\boldsymbol{\mathcal { W }} \quad \in \mathbb{C}^{M \times N \times L} \tag{1}
\end{equation*}
$$

where, $h_{p}(\ell)$ denotes the complex valued source amplitudes of the $p$-th harmonic in snapshot $\ell,(\ell=1, \ldots, L), \boldsymbol{h}_{p}=$ $\left[h_{p}(1), \ldots, h_{p}(L)\right]^{\mathrm{T}} \in \mathbb{C}^{L}$ is the corresponding amplitude vector of source $\ell, \boldsymbol{a} \circ \boldsymbol{b} \circ \boldsymbol{h} \in \mathbb{C}^{M \times N \times L}$ denotes the outer tensor product of vectors $\boldsymbol{a} \in \mathbb{C}^{M}, \boldsymbol{b} \in \mathbb{C}^{N}$, and $\boldsymbol{h} \in \mathbb{C}^{L}$, i.e $[\boldsymbol{a} \circ \boldsymbol{b} \circ \boldsymbol{h}]_{m n \ell}=a_{m} b_{n} h_{\ell}$ (see also [20]) and $\mathcal{W}$ denotes zero-mean additive white circularly i.i.d. Gaussian measurement noise of variance $\sigma^{2}$. Furthermore, we define the frequency response matrices $\boldsymbol{A}=\left[\boldsymbol{a}\left(\theta_{1}\right), \ldots, \boldsymbol{a}\left(\theta_{P}\right)\right]$ and $\boldsymbol{B}=\left[\boldsymbol{b}\left(\phi_{1}\right), \ldots, \boldsymbol{b}\left(\phi_{P}\right)\right]$ and the source amplitude matrix $\boldsymbol{H}=\left[\boldsymbol{h}_{1}, \ldots, \boldsymbol{h}_{P}\right]$.

In this paper, we focus for simplicity of notation on the two-dimensional harmonic retrieval problem. We remark that the tensor model (1) can be extended to higher dimensions by incorporating additional sampling axes, e.g., for the multidimensional harmonic retrieval problem.

Let $\mathcal{Y}^{(k)}$ denote the $k$-th order unfolding of tensor $\mathcal{Y}$ in (1) [21]. Then the first, second and third order unfolding can be written, respectively, as

$$
\begin{array}{ll}
\mathcal{Y}^{(1)}=\boldsymbol{A}(\boldsymbol{H} \odot \boldsymbol{B})^{\mathrm{T}}+\mathcal{W}^{(1)} & \in \mathbb{C}^{M \times N L} \\
\mathcal{Y}^{(2)}=\boldsymbol{B}(\boldsymbol{H} \odot \boldsymbol{A})^{\mathrm{T}}+\mathcal{W}^{(2)} & \in \mathbb{C}^{N \times M L} \\
\mathcal{Y}^{(3)}=\boldsymbol{H}(\boldsymbol{B} \odot \boldsymbol{A})^{\mathrm{T}}+\boldsymbol{\mathcal { W }}^{(3)} & \in \mathbb{C}^{L \times M N} \tag{4}
\end{array}
$$

where $\odot$ denotes the Khatri-Rao product and $\mathcal{W}^{(k)}$ is the $k$-th unfolding of the noise tensor [21].

## III. Sparse Recovery

In this work we consider a sparse recovery approach for the multilinear low-rank factorization model in (1) where we exploit the parametric structure of the frequency response vectors $\boldsymbol{a}(\theta)$ and $\boldsymbol{b}(\phi)$ along the first and the second sampling axes, respectively. In this approach a frequency response matrix $\boldsymbol{B}^{\mathrm{d}}$ is formed by discretizing the second frequency parameter in $Q$ candidate values $\left\{\phi_{q}^{\mathrm{d}}\right\}_{q=1}^{Q}$ over the frequency interval of interest for $Q \gg P$. The dictionary matrix is given as, $\boldsymbol{B}^{\mathrm{d}}=$ $\left[\boldsymbol{b}\left(\phi_{1}^{\mathrm{d}}\right), \cdots, \boldsymbol{b}\left(\phi_{Q}^{\mathrm{d}}\right)\right] \in \mathbb{C}^{N \times Q}$. Assume for simplicity that the true frequencies $\phi_{p},(p=1, \ldots, P)$ lie on the parameter grid of candidate frequencies. Correspondingly, we can define the column sparse matrices $\boldsymbol{A}^{\mathrm{c}}=\left[\boldsymbol{a}_{1}^{\mathrm{c}}, \cdots, \boldsymbol{a}_{Q}^{\mathrm{c}}\right] \in \mathbb{C}^{M \times Q}$ and $\boldsymbol{H}^{\mathrm{c}}=\left[\boldsymbol{h}_{1}^{\mathrm{c}}, \cdots, \boldsymbol{h}_{Q}^{\mathrm{c}}\right] \in \mathbb{C}^{L \times Q}$ such that if the $q$-th candidate frequency $\phi_{q}^{\mathrm{d}}$ is equal to the frequency $\phi_{p}$ of the $p$-th signal, then column $\boldsymbol{a}_{q}^{\mathrm{c}}$ is equal to the steering vector of the $p$-th signal and is identical to the zero vector, otherwise. Hence, define

$$
\boldsymbol{a}_{q}^{\mathrm{c}}= \begin{cases}\boldsymbol{a}\left(\theta_{p}\right), & \text { if } \phi_{q}^{\mathrm{d}}=\phi_{p}  \tag{5}\\ \mathbf{0}_{M}, & \text { otherwise }\end{cases}
$$

Similarly, define

$$
\boldsymbol{h}_{q}^{\mathrm{c}}= \begin{cases}\boldsymbol{h}_{q}, & \text { if } \phi_{q}^{\mathrm{d}}=\phi_{p}  \tag{6}\\ \mathbf{0}_{L}, & \text { otherwise }\end{cases}
$$

With these definitions we can, e.g., write (1) equivalently as

$$
\begin{array}{ll}
\mathcal{Y}^{(1)}=\boldsymbol{A}^{\mathrm{c}}\left(\boldsymbol{H}^{\mathrm{c}} \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}+\mathcal{W}^{(1)} & \in \mathbb{C}^{M \times N L} \\
\mathcal{Y}^{(2)}=\boldsymbol{B}^{\mathrm{d}}\left(\boldsymbol{H}^{\mathrm{c}} \odot \boldsymbol{A}^{\mathrm{c}}\right)^{\mathrm{T}}+\mathcal{W}^{(2)} & \in \mathbb{C}^{N \times M L} \\
\mathcal{Y}^{(3)}=\boldsymbol{H}^{\mathrm{c}}\left(\boldsymbol{B}^{\mathrm{d}} \odot \boldsymbol{A}^{\mathrm{c}}\right)^{\mathrm{T}}+\boldsymbol{\mathcal { W }}^{(3)} & \in \mathbb{C}^{L \times M N} \tag{9}
\end{array}
$$

Based on the sparse representation model (8) the multilinear low-rank factorization problem can be expressed as a nuclear norm based convex optimization problem, as given in [3], where a lifting approach is used.

$$
\begin{equation*}
\min _{\boldsymbol{G}} \frac{1}{2}\left\|\mathcal{Y}^{(2)}-\boldsymbol{B}^{\mathrm{d}} \boldsymbol{G}^{\mathrm{T}}\right\|_{\mathrm{F}}^{2}+\lambda \sum_{q=1}^{Q}\left\|\boldsymbol{G}_{q}\right\|_{*} \tag{10}
\end{equation*}
$$

$\|\boldsymbol{X}\|_{*}=\operatorname{Tr}\left(\sqrt{\boldsymbol{X}^{\mathrm{H}} \boldsymbol{X}}\right)$ denotes the nuclear norm of a matrix $\boldsymbol{X}$. Denote the matrix $\boldsymbol{G}=\left(\boldsymbol{H}^{\mathrm{c}} \odot \boldsymbol{A}^{\mathrm{c}}\right)$ and the block variables $\boldsymbol{g}_{q}=\left(\boldsymbol{h}_{q} \odot \boldsymbol{a}_{q}\right) \in \mathbb{C}^{M L \times 1},(q=1, \ldots, Q)$. To avoid the bi-linear product terms take the nuclear norm of submatrix $\boldsymbol{G}_{q}=\operatorname{unvec}\left(\boldsymbol{g}_{q}\right) \in \mathbb{C}^{M \times L}$, where unvec $(\cdot)$ is defined such that $\operatorname{vec}(\boldsymbol{G})_{q}=\boldsymbol{g}_{q}$. The first summand in (10) represents the data fidelity term, while the second summand is added as a sparsity inducing regularization term to enforce column sparse solutions corresponding to (5) and (6). However, the lifting procedure significantly increases the number of optimization variables from $Q(M+L)$ in the original formulation to $Q M L$ in the lifted formulation resulting in significant overhead. Based on the SCA framework introduced in [22], in this paper we directly address the nuclear norm based problem without lifting. In order to avoid the difficulties arising from the non-differentiable and the non-decomposable nuclear norm regularization term presented in (10), we use the property that, the nuclear norm of a low-rank matrix $\boldsymbol{X}$ can be written as the following optimization problem [23]:

$$
\begin{equation*}
\|\boldsymbol{X}\|_{*}=\min _{(\boldsymbol{X}, \boldsymbol{Q}, \boldsymbol{P})} \frac{1}{2}\left(\|\boldsymbol{Q}\|_{\mathrm{F}}^{2}+\|\boldsymbol{P}\|_{\mathrm{F}}^{2}\right) \quad \text { s.t. } \quad \boldsymbol{X}=\boldsymbol{Q} \boldsymbol{P}^{\mathrm{T}} \tag{11}
\end{equation*}
$$

where $\boldsymbol{X} \in \mathbb{C}^{M \times L}, \boldsymbol{Q} \in \mathbb{C}^{M \times R}$ and $\boldsymbol{P} \in \mathbb{C}^{L \times R}$ for dimension $R$ usually much smaller than $M$ and $L$ and larger than the rank of $\boldsymbol{X}$. Note that the minimizers $\boldsymbol{Q}^{\star}$ and $\boldsymbol{P}^{\star}$ of (11) satisfy $\left\|\boldsymbol{Q}^{\star}\right\|_{\mathrm{F}}^{2}=\left\|\boldsymbol{P}^{\star}\right\|_{\mathrm{F}}^{2}$. Inserting property (11) in the problem in (10) and making use of (7)-(9) yields the following equivalent problem

$$
\begin{equation*}
\left(\boldsymbol{A}^{\star}, \boldsymbol{H}^{\star}\right)=\underset{(\boldsymbol{A}, \boldsymbol{H})}{\arg \min } f(\boldsymbol{A}, \boldsymbol{H}) \tag{12}
\end{equation*}
$$

where,

$$
\begin{align*}
f(\boldsymbol{A}, \boldsymbol{H}) & =\left\|\mathcal{Y}^{(1)}-\boldsymbol{A}\left(\boldsymbol{H} \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}\right\|_{\mathrm{F}}^{2}+\lambda\left(\|\boldsymbol{A}\|_{\mathrm{F}}^{2}+\|\boldsymbol{H}\|_{\mathrm{F}}^{2}\right) \\
& =\left\|\mathcal{Y}^{(3)}-\boldsymbol{H}\left(\boldsymbol{B}^{\mathrm{d}} \odot \boldsymbol{A}\right)^{\mathrm{T}}\right\|_{\mathrm{F}}^{2}+\lambda\left(\|\boldsymbol{A}\|_{\mathrm{F}}^{2}+\|\boldsymbol{H}\|_{\mathrm{F}}^{2}\right) \tag{13}
\end{align*}
$$

Although the problem (12) is nonconvex, every stationary
point of the problem is an optimal solution of the nuclear norm based problem presented in (10) under certain regularity conditions given in [22].

## IV. SUCCESSIVE CONVEX APPROXIMATION ALGORITHM

There are various ways to solve the nonconvex nondifferentiable problem in (10) or the equivalent smooth reformulations in (12). In [24] a semidefinite programming approach is used and in [25] the block coordinate method is presented. In this work, we use the successive convex approximation (SCA) framework proposed in [22], which fully supports massive parallel processing and implementation on parallel hardware architectures. Instead of solving problem (12) directly the idea of the SCA framework is to solve a sequence of approximate problems, where the approximate problem is much easier to solve than the original problem (12), e.g., in parallel and based on closed form expressions. The approximate problems are obtained by approximating in iteration $t$ the original objective function $f(\boldsymbol{A}, \boldsymbol{H})$ in (13) at the current point $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$ by a properly designed decomposable approximate function $\tilde{f}\left((\boldsymbol{A}, \boldsymbol{H}) ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right)$. In order to guarantee convergence to a stationary point of the original problem, the approximate functions need to satisfy certain regularity conditions as stated in [22, Assumptions (A1)-(A5)]. Particularly, the approximate function $\tilde{f}\left((\boldsymbol{A}, \boldsymbol{H}) ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right)$ must be convex in $(\boldsymbol{A}, \boldsymbol{H})$ and continuously differentiable for given $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$, continuous in $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$ for given $(\boldsymbol{A}, \boldsymbol{H})$ and the gradients of the approximate function must coincide with the gradient of the original function at $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$ (see [22] for details). From the optimal solution of the approximate problem a descent direction of the original problem is obtained, which is only true if we are not already at a stationary point. The variable update is performed with a stepsize computed from the exact or successive line search [22]. Note that although the problem (12) is not jointly convex in $\boldsymbol{A}$ and $\boldsymbol{H}$, it is individually convex in either of the variables if the other variable is fixed. Let us introduce the following general partitions $\boldsymbol{A}=\left[\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \ldots, \boldsymbol{A}_{J}\right], \quad \boldsymbol{B}^{\mathrm{d}}=\left[\boldsymbol{B}_{1}^{\mathrm{d}}, \boldsymbol{B}_{2}^{\mathrm{d}}, \ldots, \boldsymbol{B}_{J}^{\mathrm{d}}\right]$ and $\boldsymbol{H}=\left[\boldsymbol{H}_{1}, \boldsymbol{H}_{2}, \ldots, \boldsymbol{H}_{J}\right]$ for $J$ denoting the number of submatrix partitions. Denote, the submatrices $\boldsymbol{A}_{-j}^{t}=\left[\boldsymbol{A}_{1}^{t}, \cdots, \boldsymbol{A}_{j-1}^{t}, \boldsymbol{A}_{j+1}^{t}, \cdots, \boldsymbol{A}_{J}^{t}\right], \boldsymbol{B}_{-j}^{\mathrm{d}}=\left[\boldsymbol{B}_{1}^{\mathrm{d}}, \cdots, \boldsymbol{B}_{j-1}^{\mathrm{d}}\right.$, $\left., \boldsymbol{B}_{j+1}^{\mathrm{d}}, \cdots, \boldsymbol{B}_{J}^{\mathrm{d}}\right]$ and $\boldsymbol{H}_{-j}^{t}=\left[\boldsymbol{H}_{1}^{t}, \cdots, \boldsymbol{H}_{j-1}^{t}, \boldsymbol{H}_{j+1}^{t}, \cdots, \boldsymbol{H}_{J}^{t}\right]$, then at given point $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$ in iteration $t$, the approximate problem comprises of minimizing the approximate function,

$$
\begin{align*}
\tilde{f}\left((\boldsymbol{A}, \boldsymbol{H}) ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right)=\tilde{f}_{\boldsymbol{A}}(\boldsymbol{A} ; & \left.\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right) \\
& +\tilde{f}_{\boldsymbol{H}}\left(\boldsymbol{H} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right) \tag{14}
\end{align*}
$$

where,

$$
\begin{align*}
\tilde{f}_{\boldsymbol{A}}\left(\boldsymbol{A} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right) & =\sum_{j=1}^{J} \tilde{f}_{\boldsymbol{A}_{j}}\left(\boldsymbol{A}_{j} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}_{-j}^{t}\right)\right) \\
\tilde{f}_{\boldsymbol{H}}\left(\boldsymbol{H} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}^{t}\right)\right) & =\sum_{j=1}^{J} \tilde{f}_{\boldsymbol{H}_{j}}\left(\boldsymbol{H}_{j} ;\left(\boldsymbol{H}_{-j}^{t}, \boldsymbol{A}^{t}\right)\right) \tag{15}
\end{align*}
$$

and,

$$
\begin{align*}
\tilde{f}_{\boldsymbol{A}_{j}}\left(\boldsymbol{A}_{j} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}_{-j}^{t}\right)\right) & =f\left(\boldsymbol{A}_{j} ;\left(\boldsymbol{H}^{t}, \boldsymbol{A}_{-j}^{t}\right)\right)  \tag{16}\\
=\| \mathcal{Y}_{-j}^{(1)} & -\boldsymbol{A}_{j}\left(\boldsymbol{H}_{j}^{t} \odot \boldsymbol{B}_{j}^{\mathrm{d}}\right)^{\mathrm{T}}\left\|_{\mathrm{F}}^{2}+\lambda\right\| \boldsymbol{A}_{j} \|_{\mathrm{F}}^{2} \\
\tilde{f}_{\boldsymbol{H}_{j}}\left(\boldsymbol{H}_{j} ;\left(\boldsymbol{H}_{-j}^{t}, \boldsymbol{A}^{t}\right)\right) & =f\left(\boldsymbol{H}_{j} ;\left(\boldsymbol{H}_{-j}^{t}, \boldsymbol{A}^{t}\right)\right)  \tag{17}\\
=\| \mathcal{Y}_{-j}^{(3)} & -\boldsymbol{H}_{j}\left(\boldsymbol{B}_{j}^{\mathrm{d}} \odot \boldsymbol{A}_{j}^{t}\right)^{\mathrm{T}}\left\|_{\mathrm{F}}^{2}+\lambda\right\| \boldsymbol{H}_{j} \|_{\mathrm{F}}^{2}
\end{align*}
$$

for $\mathcal{Y}_{-j}^{(1)}=\mathcal{Y}^{(1)}-\boldsymbol{A}_{-j}^{t}\left(\boldsymbol{H}_{-j}^{t} \odot \boldsymbol{B}_{-j}^{\mathrm{d}}\right)^{\mathrm{T}}$ and $\mathcal{Y}_{-j}^{(3)}=\mathcal{Y}^{(3)}-$ $\boldsymbol{H}_{-j}^{t}\left(\boldsymbol{B}_{-j}^{\mathrm{d}} \odot \boldsymbol{A}_{-j}^{t}\right)^{\mathrm{T}}$. Denote the solution of the approximate problem

$$
\begin{align*}
&\left(\mathbb{B}_{\boldsymbol{A}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right), \mathbb{B}_{\boldsymbol{H}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)\right)  \tag{18}\\
&= \underset{(\boldsymbol{A}, \boldsymbol{H})}{\arg \min } \tilde{f}\left((\boldsymbol{A}, \boldsymbol{H}) ;\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)\right)
\end{align*}
$$

as, $\mathbb{B}_{\boldsymbol{A}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)=\left[\mathbb{B}_{\boldsymbol{A}_{1}}\left(\boldsymbol{A}_{-1}^{t}, \boldsymbol{H}^{t}\right), \cdots, \mathbb{B}_{\boldsymbol{A}_{J}}\left(\boldsymbol{A}_{-J}^{t}, \boldsymbol{H}^{t}\right)\right]$ and $\mathbb{B}_{\boldsymbol{H}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)=\left[\mathbb{B}_{\boldsymbol{H}_{1}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}_{-1}^{t}\right), \cdots, \mathbb{B}_{\boldsymbol{H}_{J}}\left(\boldsymbol{A}^{t}, \boldsymbol{H}_{-J}^{t}\right)\right]$, then using (14)-(17) the approximate problem decomposes into parallel subproblems, that can be solved efficiently. For each subproblem closed form solutions are obtained as,

$$
\begin{aligned}
& \mathbb{B}_{\boldsymbol{A}_{j}}\left(\boldsymbol{A}_{-j}^{t}, \boldsymbol{H}^{t}\right)=\underset{\boldsymbol{A}_{j}}{\arg \min } \tilde{f}_{\boldsymbol{A}_{j}}\left(\boldsymbol{A}_{j} ;\left(\boldsymbol{A}_{-j}^{t}, \boldsymbol{H}^{t}\right)\right) \\
& \quad=\boldsymbol{\mathcal { Y }}_{-j}^{(1)}\left(\boldsymbol{H}_{j}^{t} \odot \boldsymbol{B}_{j}^{\mathrm{d}}\right)^{*}\left(\left(\boldsymbol{H}_{j}^{t} \odot \boldsymbol{B}_{j}^{\mathrm{d}}\right)^{\mathrm{T}}\left(\boldsymbol{H}_{j}^{t} \odot \boldsymbol{B}_{j}^{\mathrm{d}}\right)^{*}+\lambda \boldsymbol{I}\right)^{-1} \\
& \mathbb{B}_{\boldsymbol{H}_{j}}\left(\boldsymbol{H}_{-j}^{t}, \boldsymbol{A}^{t}\right)=\underset{\boldsymbol{H}_{j}}{\arg \min } \tilde{f}_{\boldsymbol{H}_{j}}\left(\boldsymbol{H}_{j} ;\left(\boldsymbol{A}^{t}, \boldsymbol{H}_{-j}^{t}\right)\right) \\
& \quad=\boldsymbol{\mathcal { Y }}_{-j}^{(3)}\left(\boldsymbol{B}_{j}^{\mathrm{d}} \odot \boldsymbol{A}_{j}^{t}\right)^{*}\left(\left(\boldsymbol{B}_{j}^{\mathrm{d}} \odot \boldsymbol{A}_{j}^{t}\right)^{\mathrm{T}}\left(\boldsymbol{B}_{j}^{\mathrm{d}} \odot \boldsymbol{A}_{j}^{t}\right)^{*}+\lambda \boldsymbol{I}\right)^{-1} .
\end{aligned}
$$

Then according to the SCA framework in [22] $\left(\mathbb{B} \boldsymbol{A}^{t}-\right.$ $\left.\boldsymbol{A}^{t}, \mathbb{B} \boldsymbol{H}^{t}-\boldsymbol{H}^{t}\right)$ is a decent direction for problem (12) at point $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$, if $\left(\boldsymbol{A}^{t}, \boldsymbol{H}^{t}\right)$ is not already a stationary point of the problem. The variable update in iteration $t$ is carried out according to

$$
\begin{align*}
\boldsymbol{A}^{t+1} & =\boldsymbol{A}^{t}+\gamma\left(\mathbb{B} \boldsymbol{A}^{t}-\boldsymbol{A}^{t}\right)  \tag{21}\\
\boldsymbol{H}^{t+1} & =\boldsymbol{H}^{t}+\gamma\left(\mathbb{B} \boldsymbol{H}^{t}-\boldsymbol{H}^{t}\right) \tag{22}
\end{align*}
$$

where $\gamma \in(0,1]$ is the stepsize selected by the exact line search scheme, i.e., by inserting (21)-(22) in (13) and determining the stepsize that yields the largest decrease of the objective function. Define $\Delta \boldsymbol{A}^{t}=\mathbb{B} \boldsymbol{A}^{t}-\boldsymbol{A}^{t}$ and $\Delta \boldsymbol{H}^{t}=$ $\mathbb{B} \boldsymbol{H}^{t}-\boldsymbol{H}^{t}$. The exact line search corresponds to minimizing the function:

$$
\begin{align*}
f(\gamma) & =\left\|\mathcal{Y}^{(1)}-\left(\boldsymbol{A}^{t}+\gamma \Delta \boldsymbol{A}^{t}\right)\left(\left(\boldsymbol{H}^{t}+\gamma \Delta \boldsymbol{H}^{t}\right) \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}\right\|_{\mathrm{F}}^{2} \\
& +\lambda\left\|\left(\boldsymbol{A}^{t}+\gamma \Delta \boldsymbol{A}^{t}\right)\right\|_{\mathrm{F}}^{2}+\lambda\left\|\left(\boldsymbol{H}^{t}+\gamma \Delta \boldsymbol{H}^{t}\right)\right\|_{\mathrm{F}}^{2} \tag{23}
\end{align*}
$$

over the interval $(0,1]$. Hence the optimal stepsize is obtained by minimizing a four order polynomial:

$$
\begin{align*}
\gamma^{t} & =\underset{0 \leq \gamma \leq 1}{\arg \min } f(\gamma) \\
& =\underset{0 \leq \gamma \leq 1}{\arg \min }\left\{a \gamma^{4}+b \gamma^{3}+c \gamma^{2}+d \gamma^{1}+e \gamma^{0}\right\} \tag{24}
\end{align*}
$$

with polynomial coefficients given

$$
\begin{align*}
a= & \operatorname{Tr}\left\{\boldsymbol{M}_{3} \boldsymbol{M}_{3}^{\mathrm{H}}\right\}=\left\|\boldsymbol{M}_{3}\right\|_{\mathrm{F}}^{2}  \tag{25}\\
b= & \operatorname{Tr}\left\{\boldsymbol{M}_{2} \boldsymbol{M}_{3}^{\mathrm{H}}+\boldsymbol{M}_{3} \boldsymbol{M}_{2}^{\mathrm{H}}\right\}  \tag{26}\\
c= & \operatorname{Tr}\left\{\boldsymbol{M}_{2} \boldsymbol{M}_{2}^{\mathrm{H}}+\boldsymbol{M}_{3} \boldsymbol{M}_{1}^{\mathrm{H}}+\boldsymbol{M}_{1} \boldsymbol{M}_{3}^{\mathrm{H}}\right\}+\lambda\left\|\Delta \boldsymbol{A}^{t}\right\|_{\mathrm{F}}^{2} \\
& +\lambda\left\|\Delta \boldsymbol{H}^{t}\right\|_{\mathrm{F}}^{2}  \tag{27}\\
d= & \operatorname{Tr}\left\{\boldsymbol{M}_{2} \boldsymbol{M}_{1}^{\mathrm{H}}+\boldsymbol{M}_{1} \boldsymbol{M}_{2}^{\mathrm{H}}\right\}+\lambda \operatorname{Tr}\left\{\boldsymbol{A}^{t} \Delta \boldsymbol{A}^{t \mathrm{H}}+\Delta \boldsymbol{A}^{t} \boldsymbol{A}^{t \mathrm{H}}\right\} \\
& +\lambda \operatorname{Tr}\left\{\boldsymbol{H}^{t} \Delta \boldsymbol{H}^{t \mathrm{H}}+\Delta \boldsymbol{H}^{t} \boldsymbol{H}^{t \mathrm{H}}\right\}, \tag{28}
\end{align*}
$$

where $\boldsymbol{M}_{1}=\mathcal{Y}^{(1)}-\boldsymbol{A}^{t}\left(\boldsymbol{H}^{t} \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}, \boldsymbol{M}_{2}=-\Delta \boldsymbol{A}^{t}\left(\boldsymbol{H}^{t} \odot\right.$ $\left.\boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}-\boldsymbol{A}^{t}\left(\Delta \boldsymbol{H}^{t} \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}$ and $\boldsymbol{M}_{3}=-\Delta \boldsymbol{A}^{t}\left(\Delta \boldsymbol{H}^{t} \odot \boldsymbol{B}^{\mathrm{d}}\right)^{\mathrm{T}}$. Finding the minimum in (23) is equivalent to finding the nonnegative real root of a third order polynomial.

The solution of a third order polynomial is a set of three roots, where at least one of the roots is real-valued. Thus, in order to solve (24) we determine the set of real-valued roots in the closed interval $\gamma=[0,1]$. Then, we evaluate the polynomial in (24) for all the roots in the set and the stepsize is the root that yields the minimal function value. The SCA Algorithm is summarized in Algorithm 1:

```
Algorithm 1 The proposed successive convex approximation
framework corresponding to problem (13) for some small
precision constant \(\epsilon\).
    INIT: \(t=0, \boldsymbol{A}^{0}\) and \(\boldsymbol{H}^{0}\) non-zero and fixed.
    S1: Compute \(\mathbb{B} \boldsymbol{A}^{t}\) and \(\mathbb{B} \boldsymbol{H}^{t}\) according to (19) and (20).
    S2: Determine the stepsize \(\gamma^{t}\) according to (24)
    S3: Update \(\boldsymbol{A}^{t+1}\) and \(\boldsymbol{H}^{t+1}\) according to (21) and (22)
    S4: If \(\left\|\boldsymbol{A}^{t+1}-\boldsymbol{A}^{t}\right\|_{\mathrm{F}} \leq \epsilon\) and \(\left\|\boldsymbol{H}^{t+1}-\boldsymbol{H}^{t}\right\|_{\mathrm{F}} \leq \epsilon\)
    STOP: otherwise \(t \leftarrow t+1\) go to \(\mathbf{S 1}\)
```


## V. Numerical Results

In this section, we perform numerical tests for the proposed Algorithm 1 for solving problem (12) and compare the algorithm to the lifting based SCA algorithm proposed in [3] and other state-of-the-art methods for two-dimensional harmonic retrieval. We consider the signal model in (1) with $M=4, N=16$ and $L=3$ and a superposition of $P=5$ source signals with the two-dimensional frequencies chosen as $\left(\phi_{1}, \theta_{1}\right)=(0.0213,0.423),\left(\phi_{2}, \theta_{2}\right)=(0.1538,0.688)$, $\left(\phi_{3}, \theta_{3}\right)=(0.2463,-0.082),\left(\phi_{4}, \theta_{4}\right)=(0.4462,-0.517)$ and $\left(\phi_{5}, \theta_{5}\right)=(0.6275,-0.264)$. The corresponding complex valued amplitudes $h_{p}$ have unit power with uniform random phases. The signal-to-noise ratio is defined as $\mathrm{SNR}=1 / \sigma^{2}$ and for our tests we assume $\mathrm{SNR}=5 \mathrm{~dB}$. The number of updated submatrices per iteration is $J=16$.

In the first numerical test, we compare the convergence speed of the proposed SCA method for the problem reformulation (12) with the lifting based SCA algorithm proposed in [3] for problem (10). We display the normalized reconstruction error defined as $\left\|\hat{\boldsymbol{X}}-\boldsymbol{X}^{t}\right\|_{\mathrm{F}} /\|\hat{\boldsymbol{X}}\|_{\mathrm{F}}$, where $\hat{\boldsymbol{X}}$ denotes the solution of the algorithm and $\boldsymbol{X}^{t}$ denotes the approximate solution in the $t$-th iteration. For both algorithms, we consider


Figure 1. Convergence speed for different number of receive antennas.
one parallel update of all the blocks as an iteration. For the first experiment we select a regularization parameter $\lambda=\lambda_{0} / 8$ where $\lambda_{0}=\max _{q}\left\|\left(\boldsymbol{B}_{q}^{d} \otimes \boldsymbol{I}_{M}\right)^{\mathrm{H}} \boldsymbol{Y}^{(3)^{\mathrm{T}}}\right\|_{2}$ as suggested in [3]. The grid consists of $Q=160$ uniformly discretized points. As can be seen in Fig. 1 the proposed algorithm outperforms the nuclear norm based SCA algorithm in [3] in terms of convergence speed. Moreover, the effect of the sampling dimension $M$ on the convergence speed is shown. It can be seen that as the sampling dimension increases, both algorithms show a slightly improved performance in terms of the convergence speed.

For performance evaluation of the root-mean-square estimation error (RMSE) of the 2D harmonic retrieval, we compare in Figs. 2 a) and b) the RMSE for the proposed method to that of the subspace based 2D-MUSIC method [2], the 2D-Root-RARE estimator [9], the sparse recovery method spacealternating orthogonal matching pursuit (SA-OMP) [26], the sparse recovery method nuclear norm based SCA algorithm in [3] and the corresponding Cramer-Rao bound [8]. The RMSEs are averaged over 100 Monte Carlo runs to estimate the frequencies $\phi_{p}$ and $\theta_{p}$ for $p=1, \ldots, \hat{P}$ which are resolved according to [3]. The frequencies $\{\phi\}_{p=1}^{\hat{P}}$ are estimated from the column support of the matrix $\boldsymbol{H}^{t}$ and $\{\theta\}_{p=1}^{\hat{P}}$ are estimated from the non-zero columns in $\boldsymbol{A}^{t}$ using e.g. the 1D MUSIC method. Moreover, adaptive grid refinement is used for the sparse recovery methods [27]. For the MUSIC and RootRARE methods we have used spatial smoothing and forwardbackward averaging in order to avoid a rank deficient sample covariance matrix due to the low number of snapshots. The sparse recovery based method use the same regularization parameter that is chosen such that the recovered number of source signals is equal to the true number of sources $P=5$. Among all the compared methods, the SA-OMP and MUSIC method perform a joint parameter estimation. SA-OMP shows a bias in the high SNR regime due to its greedy nature. The performance of our proposed algorithm is comparable to the SCA algorithm in [3] and the MUSIC method. However, the advantage of our proposed method lies in the reduced computational complexity and the convergence speed.


Figure 2. a) RMSE for $\phi$ frequency. b) RMSE for $\theta$.

## VI. Conclusion

In this paper, we have proposed an algorithm based on the recently proposed successive convex approximation framework of [22] applied to the for structured multilinear low-rank tensor decomposition problem. The algorithm exhibits full parallelization, reduced computational complexity and faster convergence as the state-of-the-art method for this problem. Unlike the algorithm in [3], the proposed algorithm does not require a lifting procedure, which increased the number of optimization variables. Simulation results confirm that the estimation performance of the proposed SCA algorithm is similar to the state-of-the arts and close to the Cramer-Rao performance bound.
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