Improving robustness of a likelihood-based beamformer in a real environment for automatic speech recognition
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Abstract

Performance of distant-talking speech recognizers in real noisy environments can be increased using a microphone array. In this work we propose an N-best extension of the Limabeam algorithm, which is a likelihood-based adaptive filter-and-sum beamformer. We show that this algorithm can be used to optimize the noisy acoustic features using in parallel the N-best hypothesized transcriptions generated at a first recognition step. The parallel and independent optimizations increase the likelihood of minimal word error rate hypotheses and the resulting N-best hypotheses list is automatically re-ranked. Results show improvements over delay-and-sum beamforming and Unsupervised Limabeam on a real database with considerable amount of noise and limited reverberation.

1. Introduction

Recognizing speech in real environments is as much difficult as the amount of noise increases and the speaker is far from the microphone. Recent studies [1] showed that speech quality in terms of signal to noise ratio (SNR) can be increased using microphone arrays. By exploiting the spatial correlation among multi-channel signals, one can steer the array toward the speaker (beamforming). This can be done by simply exploiting inter-channel destructive interference of noise with a delay-and-sum technique (D&S) [2], where inter-sensor delays are estimated and applied to each channel signal. Alternatively, per-channel filters (filter-and-sum) can be implemented: these filters can be fixed or adapted on a per-channel or per-frame basis, depending on the chosen criterion. [3, 4]. In this work we address the problem that increasing the SNR does not imply increasing recognition performance to the same extent [5]. Seltzer [6, 7] proposes to apply an adaptive filter-and-sum beamformer based on a Maximum Likelihood criterion (Limabeam) rather than on the SNR. In this method filters are blindly adapted using clean speech models which best align noisy speech features. Then the recognizer uses the sum of the filtered signals to generate a final transcription. In a recent work [8] we have shown that considering in parallel N-best hypotheses instead of the best one, prior to optimization, can increase recognition performance close to that of a supervised algorithm. This was done by synthetically adding real noise to a clean speech database. In this work we test such approach in a real environment and we show that performance of Limabeam can be further improved.

2. The Limabeam algorithm

The Limabeam algorithm uses an adaptive filter-and-sum beamformer. Such a beamformer can be represented as follows:

\[ x[k] = \sum_{m=1}^{M} h_m[k] \ast s_m[k] \] (1)

where \( s_m[k] \) is the discrete time domain signal received at the \( m \)-th microphone, \( h_m[k] \) is the FIR filter for the \( m \)-th channel, \( x[k] \) is the output of the beamformer, \( \ast \) denotes convolution and \( k \) is the time index. The whole set of FIR coefficients of all microphones can be represented by a super-vector \( \mathbf{h} \). For each frame, recognition features can be derived and expressed in function of \( \mathbf{h} \):

\[ y_L(\mathbf{h}) = \log_{10} \left( W \cdot \text{FFT}(x(\mathbf{h})) \right)^2 \] (2)

where \( x(\mathbf{h}) \) is the observed vector, \( \text{FFT}(x(\mathbf{h})) \) is the vector of individual power spectrum components, \( W \) is the Mel filter matrix and \( y_L(\mathbf{h}) \) is the vector of the Log Filter Bank Energies (LFBE). Cepstral coefficients are derived via a DCT rotation:

\[ y_C(\mathbf{h}) = \text{DCT}(y_L(\mathbf{h})). \] (3)

Limabeam aims at deriving a set of \( M \) FIR filters, which maximize the likelihood of \( y_L(\mathbf{h}) \) given an estimated state sequence of a hypothesized transcription. This is expressed by:

\[ \hat{\mathbf{h}} = \arg \max_{\mathbf{h}} P(y_L(\mathbf{h}) |w) \] (4)

where \( w \) is the hypothesized transcription, \( P(y(\mathbf{h}) | w) \) is the likelihood of the observed features given the transcription considered and \( \hat{\mathbf{h}} \) is the FIR parameter super-vector derived. The optimization is done via non-linear Conjugate Gradient. The state sequence can be estimated either using the array beamformed output (Unsupervised Limabeam) or, alternatively, assuming that the correct transcription is available (Oracle Limabeam). More details can be found in [5]. The Unsupervised Limabeam works well in noisy environments, even with a single channel. However, we found that preliminary experiments revealed two facts: first, the Oracle Limabeam performance on a single channel was close to the simple D&S on eight channels; second, there was still a margin of improvement between the Unsupervised and the Oracle Limabeam version applied to the multi-channel signals.
3. N-best approach to optimization

The Limabeam algorithm increases the likelihood of the first hypothesized transcription after a first recognition step. We propose to apply N-best such optimizations independently and in parallel: this approach is based on the fact that the N-best hypotheses list, prior to optimization, is ranked by likelihood and not necessarily by Word Error Rate (WER), which should be our optimal criterion. By applying the Limabeam algorithm on each hypothesis, the ranking order of the N-best list changes. We show at experimental level that the new hypothesis chosen (the new maximally likely) in this new list has, on average, a lower WER than the first chosen in the old list (see Figure 1).

Note that here “N-best” results from a preliminary reduction to a list that does not include repetitions of the same word sequence, which could be caused by different number and location of silences/background noise units. The system is described in the following. For each of the N-best hypotheses we derive a set of FIR filters:

\[ \hat{h}_n = \arg \max_h P(y_C(h)) | w_n) \]  

(5)

where \( w_n \) is the \( n \)-th hypothesized transcription at first recognition step, \( P(y(h)) | w_n \) is the likelihood of the observed features given the \( n \)-th transcription considered. Note that Equation (5) is equivalent to Unsupervised Limabeam when \( n = 1 \). After all the N-best FIR vectors are optimized in parallel, new features are calculated and recognition is performed. The transcription which gives the ML is then chosen:

\[ \hat{n} = \arg \max_n P(y_C(h_n)) | w_n) \]  

(6)

where \( \hat{w}_n \) is the transcription generated at second step recognition and \( \hat{n} \) is the index of the most likely transcription, which is \( \hat{w}_n \). Note that the optimization is done in the LFBE domain, while recognition is done in the Cepstral domain as in [7]. We re-score likelihoods in the Cepstral domain as well. The system we propose is depicted in Figure 2. The signal coming from a microphone array is processed via conventional D&S, then Feature Extraction (FE) and a first recognition step is performed (REC). The HMM recognizer generates N-best hypotheses. For each hypothesis and in parallel, the Limabeam algorithm is applied: first a Viterbi alignment is performed (switch to 1: ALIGN) and fixed, then FIR coefficients are adaptively optimized via Conjugate Gradient (switch to 2: OPT). After convergence, the N-best features are recognized (switch to 3: REC) and another set of new transcriptions is produced. Finally, the last block compares the new N-best Log-Likelihoods (LLH-rescoring) choosing the highest and the recognized sentence is produced. Our experiments show that with a N-best approach the Oracle Limabeam proposed in [7] is no more an upper bound to Limabeam performance: a Baum-Welch alignment should produce a more accurate frame-state match, with consequently a possibly better optimization. In order to obtain a new upper bound we introduced knowledge of the correct transcription in the LLH rescoring block: instead of Equation (6), we choose the transcription which has the minimum distance from the correct one. The blind N-best approach is thus coupled with an \( \text{a-posteriori} \) evaluation of the best hypothesis: this can represent a measure of the efficiency of the likelihood criterion.

4. Environmental setup

Experiments were conducted using the HTK HMM-based recognizer [9] trained on the clean TI-digits corpus. Word models are represented by 18 state left-to-right HMMs. Output distributions are defined by 1 Gaussian pdf. The training set consists of 8440 utterances, pronounced by 110 speakers (55 men and 55 women). The test-set consists of 1001 phrases, recorded in the room described in Figure 3.

The room (located in the ITC-irst laboratory) measures 5 x 4 meters and it has a relatively short reverberation time (143 ms), which allows us to combat more the effects of additive noise rather than convolitional distortions. Clean speech was played by a high quality speaker (Tannoy 600A Nearfield...
Figure 3: Data acquisition room: clean speech is played by the central speaker, noise is continuously played by 8 speakers around the central one. SNR measured at source-level is 0 dB.

Figure 4: Spectrogram of a phrase recorded with a single microphone of MarkIII: the microphone captures noise from the 8 distributed speakers together with clean speech from the speaker in front of the array.

5. Results and Discussion

The specific environment chosen let us achieve high performance with D&S beamforming only, which performs best when the noise field is diffuse. This is evident by observing single microphone (in Table 1) and D&S (first line of Table 2) performance: microphones closest to the central speaker have better performance. The absence of symmetry in accuracy with respect to the center of the array (microphone 33) comes from a non-symmetric diffusion of additive and convolutional noise captured by each sensor. When applying D&S, delays are estimated via Cross-power Spectrum Phase transform (CSP) [11, 12]: its high performance (80.74%) is achieved thanks to the efficient destructive interference. Figure 5 shows the behavior of the N-best Limabeam in function of the N-best list length. The starting point of its curve corresponds to Unsupervised Limabeam, i.e. when only one hypothesis is considered. The more hypotheses are considered, the more the accuracy increases. Apparently surprising is the fact that the N-best Limabeam behaves better than the Oracle Limabeam: as stated in Section 2, an alignment which would consider all the paths may increase Oracle performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sup</th>
<th>Un</th>
<th>Acc</th>
<th>RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>D&amp;S</td>
<td>-</td>
<td>-</td>
<td>80.74%</td>
<td>-</td>
</tr>
<tr>
<td>U.L.</td>
<td>X</td>
<td></td>
<td>83.16%</td>
<td>12.5%</td>
</tr>
<tr>
<td>O.L.</td>
<td>X</td>
<td></td>
<td>83.49%</td>
<td>14.2%</td>
</tr>
<tr>
<td>N-best L. (40)</td>
<td>X</td>
<td></td>
<td>83.83%</td>
<td>16%</td>
</tr>
<tr>
<td>a-post (40)</td>
<td>X</td>
<td></td>
<td>85.13%</td>
<td>22.8%</td>
</tr>
</tbody>
</table>

Table 1: Recognition performance for each chosen channel of the MarkIII. The best results are observed where the sensor is closer to the central speaker. Results in digit accuracies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sup</th>
<th>Un</th>
<th>Acc</th>
<th>RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>D&amp;S</td>
<td>-</td>
<td>-</td>
<td>80.74%</td>
<td>-</td>
</tr>
<tr>
<td>U.L.</td>
<td>X</td>
<td></td>
<td>83.16%</td>
<td>12.5%</td>
</tr>
<tr>
<td>O.L.</td>
<td>X</td>
<td></td>
<td>83.49%</td>
<td>14.2%</td>
</tr>
<tr>
<td>N-best L. (40)</td>
<td>X</td>
<td></td>
<td>83.83%</td>
<td>16%</td>
</tr>
<tr>
<td>a-post (40)</td>
<td>X</td>
<td></td>
<td>85.13%</td>
<td>22.8%</td>
</tr>
</tbody>
</table>

Table 2: Performance of different beamformers: D&S, Unsupervised Limabeam (U.L.), N-best Limabeam (N-best L.), Oracle Limabeam (O.L.) and a-posteriori N-best Limabeam (a-post). The optimization considers up to 40 hypotheses in parallel. We specify for each method if it is unsupervised (Un) or supervised (Sup), the digit accuracy (Acc.) and the relative improvement (RI) with respect to D&S. Note that the a-posteriori N-best is an upper-bound for the N-best Limabeam, because it optimizes FIRs in an unsupervised manner, but chooses in a supervised manner the hypothesis which maximizes the accuracy instead of likelihood.
Figure 5: Accuracies of Oracle, N-best and a-posteriori N-best Limabeam in function of the number of hypotheses in the N-best list.

The curve seems to have an asymptote beyond the 34th-best hypothesis, where it reaches its maximum (83.86%). This is because minimal WER hypotheses are placed down in the N-best list and indicates that considering as much transcriptions as possible is the key to achieve the best results. At higher SNRs, this asymptote should be reached faster, i.e. by considering less hypotheses.

The non-monotonic behavior, also visible in experiments reported in [8], is due to a possible inconsistency between the maximum likelihood and the minimum WER criteria, because we know that choosing the maximally likely transcription in the LLH rescoring block (see Figure 2) does not imply a minimum WER choice. This is not the case when observing the behavior of the a-posteriori N-best Limabeam, where the curve is strictly monotonic. This happens because considering more hypotheses necessarily increases the probability of picking up the right one when a WER-based criterion is adopted. Of course we generally never now the correct phrase. Absolute and relative improvements are reported in Table 2: the use of Limabeam is clearly justified and in this environment the Unsupervised is close to the Oracle. As we can see in Figure 5, a N-best approach goes beyond the Oracle, providing a 16% relative over D&S when 40 hypotheses are considered in parallel. With this setup the a-posteriori N-best Limabeam has a 22.8% RI, hinting that these performance are at the reach of an algorithm which uses a criterion possibly different from the likelihood in the rescoring block. One way to do that could be weighting more the hypotheses whose likelihood increases more (during optimization). This solution is currently under study. Furthermore, the environment considered in this work is affected by a diffuse noise field, in which an adaptive beamformer should generally gain less on D&S than in other environments, where noises are more directive. This encourages us in exploring new kinds of noise and in testing performance in reverberant environments, i.e. getting closer to the conditions of a typical meeting room.
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