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Abstract—In Compressed Sensing (CS), measurements of a sparse vector are obtained by applying a sensing matrix. With the means of CS, it is possible to reconstruct the sparse vector from a small number of such measurements. In order to provide reliable reconstruction also for less sparse vectors, sensing matrices are desired to be of low coherence. Motivated by this requirement, it was recently shown that low coherence sensing matrices can be obtained by Best Antipodal Spherical Codes (BASC) [1]. In this paper, the noise-resilience of the Orthogonal Matching Pursuit (OMP) used in combination with low coherence BASC-based sensing matrices is investigated.

I. INTRODUCTION

In Compressed Sensing (CS), one is particularly interested in the sparsest solution to an underdetermined system of $\mathcal{M}$ linear equations:

$$Ax = b.$$  

This is commonly interpreted as acquiring a sufficiently $k$-sparse vector $x \in \mathbb{R}^N$ from a small number of measurements. A so called sensing matrix $A \in \mathbb{R}^{M \times N}$ describes these measurements enlisted in $b \in \mathbb{R}^M$, where $\mathcal{M}$ is significantly smaller than $N$.

However, for practical applications, measurement noise will always be present. Therefore, an additional noise term $n \in \mathbb{R}^M$ consisting of Gaussian distributed elements with zero mean is usually considered in the system model (e.g. [2]):

$$Ax + n = b + n.$$  

There are multiple approaches to reconstruct the sparse vector $\hat{x}$ out of its measurements $b$, e.g. the Basis Pursuit (BP) and Basis Pursuit De-Noising (BPDN) algorithms [3] based on convex relaxation, or greedy algorithms like the Orthogonal Matching Pursuit (OMP) [4].

The selection of suitable sensing matrices $A$ is crucial for a successful reconstruction. There are multiple properties providing conditions on sensing matrices, e.g. the worst-case coherence $\mu$ between columns of the sensing matrix [5]–[9]. The worst-case coherence is defined by the maximal absolute value of the inner product between two distinct columns of $A$:

$$\mu = \max_{i \neq j} |a_i \cdot a_j|,$$  

where $a_i$ is the $i$th column. Motivated by these coherence properties, the construction of Best Antipodal Spherical Codes (BASC)-based sensing matrices with low worst-case coherence has been proposed in [1].

Other approaches for guarantees on successful reconstruction utilize the Restricted Isometry Property (RIP) [10]. Normalized Gaussian random matrices are often used as sensing matrices, because they fulfill the RIP with high probability [10]. Due to its combinatorial nature, the direct evaluation of a matrix for its RIP is not tractable. However, Monte Carlo experiments can be performed, which indicate the suitability of BASC-based sensing matrices with respect to the RIP [1].

The reason for using BASC-based sensing matrices and their construction is briefly summarized in Section II as given in [1]. An analysis on the noise-resilience based on numerical simulations is given in Section III. In Section IV, conclusions are provided as well.

II. BASC-BASED SENSING MATRICES

A. Spherical Codes

Any finite set of $M$ points placed on the surface of the $N$-dimensional unit sphere centered at the origin of the $N$-dimensional Euclidean space $\mathbb{R}^N$ is called a spherical code and denoted by $C_s(N, M)$ [11]–[13]. A point of $C_s(N, M) = \{s_m \}_{m=1}^{M}$ is determined by its corresponding code word $s_m = (s_{m1}, \ldots, s_{mn}, \ldots, s_{mN})$ representing a unit position vector $|s_m| = 1$, $m = 1, \ldots, M$ whose components $s_m \in \mathbb{R}$ are the coordinates of the point in some reference Cartesian coordinate system centered at the origin. Best Spherical Codes (BSC), $C_{bas}(N, M)$, are spherical codes which maximize the minimal Euclidean (or angular) distance $d_{ml} = |s_m - s_l|$ between any two points (or equivalently, minimize the maximal inner product of the corresponding code words). All rotations of a BSC are usually regarded as the same, therefore, a BSC is characterized only by its distance distribution $\mathcal{D} = \{d_{ml}\}_{m<l}$. For some specific $(N, M)$ pairs ($N > 2, M > N$), the corresponding BSC can be unique, however, there also exist $(N, M)$ pairs with more than one corresponding BSC (these BSCs have different distance distributions but the same minimal distance). For BASC, $C_{bas}(N, M)$, the antipodal of each code word is also a code word:

$$s_m \in C_{bas}(N, M) \iff -s_m \in C_{bas}(N, M).$$  

This property can be used in order to construct low coherence sensing matrices [1].
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The map $f_m$ acting on the code words $s_m$ of a spherical code is given by
\[
F[C_s(N, M)] = \left\{ f_m \left( C_s(N, M) \right) \right\}_{m=1}^M
\]
where $f_m = \frac{\sum_{\ell \neq m} \left| s_m - s_\ell \right|^{(\nu-2)}}{\sum_{\ell \neq m} \left| s_m - s_\ell \right|^\nu}$. 

or, with the underlined notation of unit vectors $u = \frac{u}{|u|}$, by
\[
F[C_s(N, M)] = \left\{ f_m \left( C_s(N, M) \right) \right\}_{m=1}^M
\]
where $f_m$ is given by (3) and $\alpha \in \mathbb{R}$. It is evident that the mappings $F$ and $\Phi$ have the same set of fixed points. For a small enough “damping factor” $\alpha$, the iterative process
\[
C_s(N, M)^{(k+1)} = \Phi(C_s(N, M)^{(k)}); \quad k = 0, 1, \ldots
\]
converges to one of the fixed points of the function $\Phi$, and consequently of $F$. 

It was also shown [17] that, generally, for $\nu$ large enough, all fixed points correspond to spherical codes whose minimal distances are close enough to the minimal distance of corresponding BSCs. Consequently by finding any fixed point using (5) with $\nu$ large enough, the corresponding spherical code will be very close to the best one.

D. Obtaining BASC

The construction of BSC can be easily adapted for BASC, by considering additional antipodal points [1], leading to a new mapping and new forces acting on the particles respectively:
\[
f_m = \sum_{\ell \neq m} \left[ \frac{s_m - s_\ell}{s_m - s_\ell} \right]^{\nu} + \frac{s_m + s_\ell}{s_m + s_\ell}^{\nu} \right)_{m=1}^M
\]
After the mapping (4) is applied, the antipodal points need to be updated. The resulting algorithm is given in Fig. 1.

III. NOISE-RESILIENCE DETERMINED BY NUMERICAL EVALUATIONS

The frequency of successful reconstruction\textsuperscript{1} is evaluated over the sparsity of $x$, where the non-zero values are drawn from a Gaussian distribution with zero mean and unit variance, and over the Signal-to-Noise-(power)-Ratio SNR, with
\[
\text{SNR [dB]} = 10 \cdot \log_{10} \left( \frac{\sum_{i=1}^M |b_i|^2}{\sum_{i=1}^M |n_i|^2} \right),
\]
where $b_i$ and $n_i$ are the components of the corresponding vectors $b$ and $n$. For the construction of BASC-based matrices, we used the initial values as given in the algorithm description presented in Fig. 1. For the stopping criterion of the OMP algorithm, we assume knowledge of the noise power: If the $\ell_2$-norm of the residual is less than the $\ell_2$-norm of the noise plus some small threshold $(10^{-6})$, the OMP algorithm will stop. Our simulations indicate that OMP also performs well for an overestimation of the noise power, therefore, the assumption of a known noise power is not too restrictive. All simulations have been performed in MATLAB\textsuperscript{®} [18].

Column-normalized random matrices with entries drawn from a Gaussian distribution have also been considered for comparisons. For the numerical evaluation, a version of each matrix type has been computed. The frequency of successful reconstruction has been determined over 7500 simulations. The corresponding result is shown in Fig. 2 and Fig. 3 for matrices of size $64 \times 128$. We repeated such simulations for multiple different realizations of the discussed matrices, however, the results did not show significant differences.

As it can be seen in Fig. 2 and Fig. 3, the signal must be strong enough in order to allow sparse recovery by the OMP. For high SNR levels, the sparsity is the dominating factor,
1: procedure BASC-based Sensing Matrix($M, N$)
2: \[ N \leftarrow M \]
3: \[ M \leftarrow 2N \]
4: \[ \alpha_{\text{init}} \leftarrow 0.9 \]
5: \[ \nu \leftarrow 2 \]
6: \[ \nu_{\text{max}} \leftarrow 2^{10} \]
7: \[ i_{\text{max}} \leftarrow 10^{5} \]
8: \[ \epsilon \leftarrow 10^{-10} \]
9: \[ C_s \leftarrow \text{arbitrary} \] \triangleright \text{Random spherical code} 
10: \[ C_{\text{as}} \leftarrow [C_s - C_s] \] \triangleright \text{Antipodal spherical code} 
11: \[ \alpha \leftarrow \alpha_{\text{init}} \]
12: while \[ \nu < \nu_{\text{max}} \] do
13: FixedPoint \leftarrow false
14: \[ i \leftarrow 0 \]
15: while \[ i < i_{\text{max}} \text{ AND } \text{FixedPoint} = \text{false} \] do
16: \[ f_m \leftarrow 0 \]
17: for \[ m = 1 \text{ to } \frac{M}{2} \] do
18: \[ f_m \leftarrow f_m + \frac{s_m - \frac{1}{2} (s_m - 2)}{\epsilon} \]
19: end if
20: end for
21: \[ \{s_m\}_{m=1}^{M} \leftarrow \{s_m + \alpha \frac{f_m}{\epsilon} \}_{m=1}^{M} \]
22: \[ \{s_m\}_{m=1+\frac{M}{2}}^{M} \leftarrow \{-s_m\}_{m=1}^{\frac{M}{2}} \]
23: if all \[ \frac{f_m}{\epsilon} < \epsilon \] then
24: FixedPoint \leftarrow true
25: end if
26: \[ i \leftarrow i + 1 \]
27: end while
28: \[ \nu \leftarrow 2 \nu \]
29: \[ \alpha \leftarrow \alpha_{\text{init}} \]
30: end while
31: return \[ A \leftarrow \{s_m\}_{m=1}^{M} \]
32: end procedure

Fig. 1. The construction algorithm for BASC-based sensing matrices.

and it can be seen that the OMP performs better for BASC-based matrices. Comparing the presented results with those of [1], where a noise-free setting was investigated with a BP algorithm, it is obvious that OMP gains more from the low coherence BASC-based matrices than the BP algorithm.

In Fig. 4, the difference of the reconstruction frequencies is shown in order to give a clearer comparison. Green areas indicate that the OMP algorithm was more often successful with the BASC-based matrix than with the normalized Gaussian matrix. Red areas would indicate better results in favor of the Gaussian matrices. Obviously, BASC-based matrices work on average better with the OMP algorithm. However, it should also be noted that this superiority is not always observable. For certain individual realizations of the noise $n$ and the sparse vector $x$, the Gaussian matrices performed slightly better for low SNR levels ($10 - 20$db). Taking more simulations into account, these differences average out cf. Fig. 4.

IV. CONCLUSIONS

The OMP algorithm clearly benefits more from the low coherence of BASC-based sensing matrices than the BP algorithm (cf. [1]).

For higher SNR levels, the lower coherence between the columns of the BASC-based sensing matrices can be exploited by the OMP, and therefore, a better performance can be achieved in such situations.

However, no significant gain in performance can be expected for lower SNR regions.
Fig. 4. Difference of the frequency of exact reconstruction between BASC-based matrices and normalized Gaussian matrices. Both are of size $M = 64$ and $N = 128$. Green areas indicate better performance of BASC-based matrices, whilst red areas show the same for Gaussian matrices.
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