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ABSTRACT

A methodology for comparing MIMO relaying deployment
strategies is proposed and a number of strategies are com-
pared in a Manhattan grid scenario. The focus is on the de-
ployments rather than on the type of MIMO technique in use.
Therefore, the system behavior is modeled based on the max-
imum achievable sum rate under a sum power constraint (also
known as Dirty Paper Code bound) while taking into account
a buffer model at the relays.

1. INTRODUCTION

The aim of this investigation is to compare the downlink ca-
pacity performance and costs of different MIMO decode and
forward relaying deployment strategies including different re-
lay node (RN) and base station (BS) positions, number of
antennas, and transmit powers in a Manhattan grid scenario.
The channel is simulated with the help of the IST-WINNER
II channel model [1] and simulation assumptions are kept
close to the working assumptions of that project. To be inde-
pendent of the choice of MIMO space-time processing tech-
nique, the study proposes a methodology based on the maxi-
mum achievable sum rate under a sum power constraint when
channel knowledge is available at the transmitter (also known
as Dirty Paper Code bound). To that extend, the chosen as-
sessment criterion is capacity improvement (which is also the
goal in WINNER, see for example [2]) as opposed to a possi-
ble coverage extension. A simulation study on similar issues
with amplify and forward RNs can be found in [3], however
based on specific MIMO techniques and without exploitation
of channel state information at the transmitter.

Only recently a growing research interest exists in theo-
retical capacity bounds for MIMO relay enhanced systems. It
would have been an option to base the present study on such
theoretical results rather than construct an approach around
a single base station capacity limit. However, to our best
knowledge the available work is not applicable to the system
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of interest and does not easily apply to a measurement based
channel model. For example, the results in [4,5] are valid for
a single user only and rely on the key assumption that the RNs
are operating in full duplex mode and have two sets of anten-
nas, one for transmission and one for reception, which is not
the case in the WINNER system. These works present up-
per and lower capacity bounds for the Gaussian and Rayleigh
channel, with more tight lower bounds in [5]. General capac-
ity scaling laws for half duplex relays are given in [6], how-
ever again for a single user in a system with an asymptotically
high number of relays.

Section 2 describes the deployments considered here and
how their relative costs are assessed. In Section 3, the sys-
tem model and the proposed comparison method is described
together with its advantages and limitations. Basic system
parameters can be found in Section 4 where the simulation
results are discussed.

2. DEPLOYMENTS UNDER INVESTIGATION

In the following, the deployment scenarios under investiga-
tion are described. The simulated sections of the deployment
patterns were chosen to minimize the irregularities causedby
cutting the grid while maintaining a feasible simulation time.
This results in slightly different segment sizes. To be indepen-
dent of the size of the simulation grid, the deployment costs
are based on BS and RN densities per square meterdBS and
dRN and are given as the ratiodBS/dRN. Assuming that a re-
lay is cheaper than a BS, a higher cost ratio indicates higher
total costs. This simple ratio has the drawback that a scenario
without RNs would yield infinite costs. Should one want to
investigate this case, a coefficient such asdRN+dBS

dBS
could be

an option since it is both normalized, yet still strictly mono-
tonically increasing in both variables. A comparison to the
case without relays was not attempted heree, since already [2]
as well as [7] conclude from such a comparison that relay en-
hanced cells should be a key enabler of 4G wireless networks.

The number of TX antennas is not included in the cost
figure in this study. Instead, it simply yields a different per-
formance, whose implication is discussed in the conclusions.
Two different numbers of antennas at the TX have been sim-
ulated, yielding also a different relative performance of the
deployments. This paper is limited to uniform linear arrays
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Fig. 1. Simulated section of deployment type 4D: Each trans-
mitter mounts 4 ULAs facing in the street directions, arranged
in a rectangle.

(ULAs), since this is the antenna geometry currently sup-
ported in the publicly available reference implementationof
the IST-WINNER II channel model. Schematics of the de-
ployments can be found in Figures 1-3.

Deployment type 4D is based on a ’plus’ shape consist-
ing of one BS and four relays as in [2]. In this scenario,
the transmitters mount 4 ULAs pointing in the street direc-
tions, arranged in a rectangle. A grid of size7 × 8 build-
ing blocks was simulated (see Fig. 1). The variations con-
sidered can be distinguished by their label as follows: For
example,4D8 PRN = PBS/5 means that each BS and RN
has a total of 8 transmit antennas (or 2 elements per ULA)
and that RNs transmit with 1/5 of the BS power (default
value given in [8]). We consider also4D8 PRN = PBS/3,
4D8 PRN = 2PBS/3 as well as4D4 PRN = PBS/5,
4D4 PRN = PBS/3 and4D4 PRN = 2PBS/3. The es-
timated cost coefficient of this deployment is1.28.

Deployment type 2D is a diagonal deployment with BSs
and RNs in the streets rather than on the intersections, sim-
ilar to the basic deployment in [8]. The transmitters have 2
back-to-back ULAs facing in the street directions. A grid
of size 6 × 6 building blocks was simulated (see Fig. 2).
Again we consider the variations2D8 PRN = PBS/5,
2D8 PRN = PBS/3, 2D8 PRN = 2PBS/3, and the re-
spective cases with a total of 4 instead of 8 antennas. The
estimated cost coefficient of this deployment is 1.5.

Deployment type 1D is a diagonal deployment much like
the basic deployment proposed in [8], which is based on a 3G
proposal. The transmitters have a single ULA facing towards
3 o’clock. A grid of size5× 6 building blocks was simulated
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Fig. 2. Simulated section of deployment type 2D: Each trans-
mitter mounts 2 back-to-back ULAs facing in the street direc-
tions

(see Fig. 3). As a result, only one RN per BS can be served
due to the directivity of the antennas. Again we consider
the variations1D8 PRN = PBS/5, 1D8 PRN = PBS/3,
1D8 PRN = 2PBS/3, and the respective cases with a total
of 4 instead of 8 antennas. The estimated cost coefficient of
this deployment is 1.92.

3. SIMULATION METHODOLOGY

Performance figures are obtained per square meter to account
for the slightly different sizes of the deployment sections. For
the same reason, the total number of users in the system is not
fixed, but is obtained from a user terminal (UT) density per
square meter which was set to10−5/m2.

The basic design of the relay enhanced system is close to
that of [2]: Relays do not transmit and receive at the same
time, resulting in the TDD frame structure given in the ref-
erence with a maximum of two hops foreseen. Frequency
reuse is set to one as given in the baseline system descrip-
tion [8], i.e., no separation between the transmitting sites is
considered. The latter two aspects should be treated in further
studies.

As mentioned in the introduction, the focus is on the de-
ployments rather than on specific MIMO technologies. For
the reasons given in the introduction, the method proposed in
the following is based on the rates achievable in the case of
a single BS under a sum rate maximization with sum power
constraint (the so-called Dirty Paper Code bound rates). To
compute those rates and the corresponding transmit covari-
ance matrices we decided to use the iterative uplink algorithm
of [9] (whereas later uplink-downlink duality is applied, see
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Fig. 3. Simulated section of deployment type 1D: The trans-
mitters have a single ULA facing towards 3 o’clock.

the simulation steps described below). This algorithm was
chosen amongst others because it has only one parameter,
namely the desired convergence accuracy of the sum rate,
and because it was observed to be the most numerically stable
when the absolute values of the channel gains are very small
as is the case when path loss and shadowing is included in
the channel matrix. As a consequence of this approach, only
one subcarrier can be considered in the simulations and the
possibility of using OFDMA (which is given in the basic de-
sign of [2]) cannot be investigated. This is due to the fact that
in the literature currently no DPC bound algorithm is read-
ily available to treat also the space frequency power loading
problem at the same time.

A simplified frame structure is used such that one instance
of the simulation method is run per drop of the channel. A
drop represents one statistical realization of a scenario.The
Doppler effect is thus not analyzed.

When a system with SDMA and multiple transmitters is
considered, a scheduler is needed to assign the users to the
transmitters. Since the focus of this work is not on the devel-
opment of a scheduling algorithm for relay enhanced systems
(such as the one in [10] for multiple cells), a genie-like sched-
uler is used as described below.

The simulation steps for each time slot are as follows:

1. Compute the DPC bound rates for all users when served
by each one of the BSs and RNs separately. In the odd
time slots RNs do not transmit but are also users (re-
ceivers).

2. Genie-like scheduler: Decide on the assignment of users
to RNs and BSs based on the achievable DPC rates

from step 1 (no interference considered in this step,
suboptimal);

3. Recompute DPC covariance matrices for the newly as-
signed groups (second run of DPC algorithm required);

4. Perform uplink-downlink conversion of the newly com-
puted covariance matrices as in [11];

5. Compute downlink rates for the entire system WITH
interference (all transmitters) using the downlink DPC
covariance matrices from step 4 (RNs do not transmit
and receive in the same time slot);

6. RNs have a buffer: They can only transmit as much
data as they have received before (see also below for
implementation notes). Limit the achievable rates of
the UTs assigned to RNs (from step 6) by the user spe-
cific buffer level of the serving RN and sum them up.
Fill up the relay buffers in the odd time slots.

Each RN’s buffer is implemented as one number rather than
storing a vector for each user. The unit of this number is
the same as for all rate figures in the procedure, namely
bits/sec/Hz/m2. This is the case because no exact time ref-
erence is needed for this study, since relative performanceis
of interest rather than absolute values, and because the TDD
slots have equal duration in the present system model.

To generate the buffer levels for each UT needed for step
6 we proceed as follows: When an RN is scheduled for recep-
tion, its currently achievable rate is added to its buffer. When
an RN is scheduled for transmission, it is assumed that the
buffer for transmission to each UT has been loaded optimally
based on the achievable rates of the attached users in the cur-
rent time slot (since we target maximum sum rate rather than
user specific quality of service constraints). In real systems,
this knowledge is of course not available a priori and repre-
sents a simplification which is justified because the channel
changes only gradually. In other words, the situation in the
time slot in which the buffers would have been filled can be
assumed to be similar to the situation when transmission takes
place. To generate the user specific buffer levels out of the sin-
gle value buffer of an RN, the RN buffer figure is distributed
via a standard water pouring algorithm on the UTs. To do so,
the UTs’ achievable rates from step 5 represent the squared
coefficients of the channels to be loaded and the RN buffer
number is the power to be distributed.

4. SIMULATION RESULTS

The IST-WINNER II channel model is used in this investiga-
tion. The model and system parameters parameters are kept
close to the WINNER baseline system described in [8], except
for the restrictions made above on the system model. The pa-
rameters relevant to this investigation are described in Table 1.
Note that due to limitations in the presently available refer-
ence implementation of the channel model, the scenario B5c
could not be used for BS to RN and RN to RN connections as
suggested in [8]. Instead, B1 is used (which is suggested for
the BS to UT links), since it is based on similar parameters.



WINNER model scenario scenario B1 (as substitute for B5c, see text)
(channel model description see [1])

Manhattan grid implementation building block size200 × 200m, street width30 m
UT distibution: uniform with density10−5/m2

random headings and speeds up to50 km/h
BS, RN height10 m, UT height1.5 m

Antenna element patterns BS azimuthal:A(θ) = −min

[

12
(

θ

θ3dB

)2

, 20

]

[dB], θ3dB = 70◦

(λ/2 spaced uniform linear arraysUT azimuthal:A(θ) = 1
with cross polarized antennas) elevation gain pattern not supported by the model at present
Receiver noise thermal noise power spectral density−174dBm/Hz

receiver noise figure at RNs5 dB, at UTs7 dB

OFDM frequency parameters frequency reuse1 (TDD mode)
center frequency3.95 GHz, subcarrier spacing48828.125 Hz
1664 subcarriers (divided into104 chunks with same data flow)
one subcarrier only simulated due to limitations of DPC bound algorithms

BS transmit power 24 dBm/1664 subcarriers (peak power per BS site)

Table 1. Channel modeling and system parameters relevant to this investigation, partially based on [8]

Both terminals and transmitting stations use cross polar-
ized antennas with a directional pattern in azimuth (Table 1).
The antennas are placed in ULAs, since this is the antenna ge-
ometry currently supported by the reference implementation
of the model (see also the deployment descriptions in Sec-
tion 2).

The case with8 transmit antennas is shown in Figure 4.
Note that the offset of some curves at the probability one point
stems from the limited number of points simulated. It can be
seen that the overall performance difference of the three de-
ployments is in line with their costs: The most expensive 1D
deployment offers the highest performance. However, this is
only partially due to the increased BS density. Another reason
is that in the cases with higher performance more antennas
point into the same direction.

Surprisingly, an increased RN transmit power has only
marginal influence. One reason could be that the grid density
is still high even at the lowest power setting and that bigger
distances and lower power settings should be considered. The
2D strategy is an exception to this observation. It reaches al-
most the same performance level as displayed by the curves of
the 1D strategy when the RN power is at the smallest setting.
This supports the observation of the interference limitation.

In the 4 antenna case (Figure 5) we expect a lower ar-
ray gain and beamforming gain. For example, in the case
of the 4D deployment, only one directional antenna is point-
ing towards each street. As a result, the difference between
the deployment strategies is observed to be less than in the
8 antenna case, which suggests that the cheapest deployment
strategy could be used when the number of antennas is lim-
ited.

Strikingly, when comparing4 and 8 antennas it can be
seen that the range of values is the same and that the deploy-
ments with less antennas seemed to be able to provide even a
slightly higher overall probability for high rates. When com-
paring these two cases one must, however, note that the max-
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Fig. 4. Comparison for the case with 8 antennas

imum sum rate solutions found by the DPC algorithms are
not the same in the two different cases and that, therefore, the
difference between the two cases is not only in the number
of antennas. One reason for this result is that with more an-
tennas the DPC SDMA algorithm tends to serve more users
at the same time resulting in smaller fractions of power per
user leading to smaller individual rates and leading to a more
wide spread total interference in the system. Again, this may
indicate that interference avoidance is crucial to exploitthe
benefits of having more antennas at the transmitters.

5. CONCLUSION

It was observed that deployment strategies with higher cost
also provide higher total performance. Careful planning of
MIMO antenna array directions (and thus coverage direction)
is required to exploit those gains in a Manhattan grid sce-



2 4 6 8 10 12 14

x 10
−6

0

0.2

0.4

0.6

0.8

1

Performance result [bps/Hz/m2]

P
ro

b 
(p

er
fo

rm
an

ce
 >

 a
bs

ci
ss

a)

4 antenna case

 

 
4D4 PRN = PBS/5

4D4 PRN = PBS/3

4D4 PRN = 2PBS/3

2D4 PRN = PBS/5

2D4 PRN = PBS/3

2D4 PRN = 2PBS/3

1D4 PRN = PBS/5

1D4 PRN = PBS/3

1D4 PRN = 2PBS/3

Fig. 5. Comparison for the case with 4 antennas

nario. The use of directional antennas results in an inability
to contribute to the beam forming weights with those array
elements facing into other streets than the one the receiveris
in. Alternative antenna array geometries such as uniform cir-
cular arrays should thus be subject of future investigations as
well as bigger distances and higher frequency re-use to allow
for interference planning. Interference avoidance scheduling
seems to be of importance, even in a frequency re-use one
setting, as indicated by the fact that an increase in transmit
power did not reflect itself in an increase in performance.
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