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ABSTRACT geous features compared with conventional cellular system

like increased degrees of freedom, better ICI cancellgtérn

It is one of the biggest challenges of multi-user distribute h K enh t ffect of the ch | matri
cooperative antenna (COOPA) systems to provide base stgi-:?f]nce’ € rank enhancement eflect ot the channel matrix

tions (BSs) with downlink channel information for transmit ]
filtering (precoding). The analog pilot retransmission moet COOPA systems are based on the cooperation between
is efficient in terms of resources but is vulnerable to noisdnultiple distributed BSs. This means COOPA systems need
enhancement effects. The precoder codebook based feedbdBR fast and efficient backbone network as well as the central
schemes are not applicable since they are developed fdesin%"gt (CU) which manages the cooperation amongst associated
user cases. In this paper we propose a new feedback schefeS- The QU makes the overqll netwgrk structure more com-
via a subspace based channel quantization method. The pfex by adding one more layer in the hierarchy, and everyuall
posed scheme adopts the chordal distance as a channel quiii¢réases the costs. In [5], distributed organization wesh
tizer criterion so as to capture channel characteristipsere have been suggested to address this problem.

sented by subspaces spanned by the channel matrix. We then One of the main challenges of the distributed COOPA sys-
develop a channel quantizer codebook construction methdg@m is channel estimation for the downlink channel. All af th
based on the Linde, Buzo and Gray (LBG) vector quantizainvolved BSs in the CA need to know the full channel state
tion algorithm. Our new codebooks have better minimum disinformation to calculate the corresponding precoding Weig
tance properties than currently available Grassmannida-co matrix. The analog pilot retransmission method has been sug
books. Simulation results show that the proposed subspag@ested and tested in [5], but the throughput of this method
based channel quantization method outperforms the analdgaches only 40 % of that of the ideal case, which requires
pilot retransmission method and the Euclidean distancedbas supplementary feedback schemes [1].

channel quantization method. In this paper, we propose the subspace based channel quan-
tization method which proves to guarantee much higher per-
1. INTRODUCTION formance than the analog pilot retransmission method. The

MSs measure the downlink channel and quantize it by using
Cooperative antenna (COOPA) systems have recently becortfee predefined codebook. Then MSs send only the index of
a hot research topic, as they promise significantly higher pethe chosen code to all involved BSs. The BSs reconstruct
formance than conventional cellular systems [1]. The gwin ithe channel matrix based on code indices collected from the
acquired by adopting intercell interference (ICl) carmiitin ~ MSs. The proposed scheme can be used for cellular based
schemes, e.g., joint transmission/joint detection (JY&l§o-  MU-MIMO systems as well, which involve one BS for down-
rithms. In COOPA, several adjacent BSs are cooperating i1k data transmission.
as to support multiple MSs which are located in the corre- Notation: Vectors and matrices are denoted by lower case
sponding cooperative area (CA). Therefore, COOPA can bbold and capital bold letters, respectively)” and(-)" de-
regarded as a multi-user multiple-input multiple-outgt-  note transpose and Hermitian transpose, respectively) tr
MIMO) systems, with multiple transmit antennas at the BSdenotes the trace of a matrij| - |2 and|| - || denote the
which are conventionally considered to be located in one BSwo-norm of a vector or a matrix and the Frobenius norm of
spread over several BSs. This distributed nature, which ia matrix, respectively. The covariance matrix of the vector
attributed to the fact that several geographically distéd  processx is denoted byR,, = E[xx™], whereE[] is used
BSs are used as transmit antennas, leads to full macro disr expectationIy is the N x N identity matrix andd s« n
versity gains. Besides this, COOPA systems have advantatands for an all-zero matrix of sizd x N. I, is defined



asTyyy = { 0 In } for M > N. [A],; stands for ‘W which satisfies the design criteria (2) is as follows.
M—-N)xN _
the (i, )" entry of a matrixA. |S| is the size of a se. W =g 'H" (HH") '
tr ((HHH)*1 RS)
2. SYSTEM MODEL AND MOTIVATION FOR g= A3)
CHANNEL QUANTIZATION METHOD Py,

We consider a precoded MU-MIMO system in which agroupThe challenge here is that BSs should know the downlink

! . . channel matrixH so as to construct the precoding mat.
of BSs transmit data to multiple MSs simultaneouslNgg . .
The analog pilot retransmission method has been proposed as
BSs andNys MSs haveN; and N, antennas each, respec- .\ ¢ 1rancterring channel state information [5]. As show
tively. The data symbol blocks = [sy,...,sn, |7 where y g '

Niy = Nuys V., is precoded by vy N, matr W whnere o2 2 SRE00 B LC e e e
N;; = NpsN;. Here the firstV,. data symbols are intended 9

for the first user, the nexy, symbols for the second user, and method brings about a significant performance degradation,

s0 on. When denotingss/iys as the BS/MS index and/i, even though it is efﬁcpnt in terms. of required resources. As
. : . . a way of combating noise, the digital method can be used in-
as the transmit/receive antenna index, respectively, welea

noteh,; wherei — N, (inis — 1) +ir, j = Ny (ins — 1) +i; as stead of the analog method. The digital method here means

the channel coefficient between théh receive antenna of the that MSs measure the downlink channel and encode this infor-

imsth MS and the,th transmit antenna of thiggth BS. The mei:‘frrr]r:i?]to ;heggg:!{:(é??t;ng Sr?anld :E)tc)z(szls(iao t(rr\ﬁo?jigafter
NNy channel coefficients can be expressed asvhex Ny, P g approp Y gnaip 9

channel matrisH with [H], , — h,,. The received signals on spreading, repetition, or channel coding, etc) to guaearde

. . . bust data transmission.
Ny, receive antennas which are collected in the vegtoan . .
be formulated as Recently, finite rate feedback strategies in MIMO systems

_HW 1 have been extensively investigated. Beamforming codebook
y= s+, (1) design methods are suggested based on Grassmannian pack-

wheren is the additive white Gaussian noise (AWGN). ing [7] and systematic unitary design [8], which guarantee
There are several available techniques developed for ti/bstantial gains with just a small number of feedback bits.
downlink transmit filtering in MU-MIMO systems. Linear All of these methods are developed for the single-user MIMO
precoding techniques (e.g., the transmit matched filtem@y ~ (SU-MIMO) case, which assumes that a user has the knowl-
the transmit zero-forcing filter (TXZF), and the transmieingr  ©dge of the channel matrix. Our system requirements invali-
filter (TXWF)) have an advantage in terms of computationafate this assumption, since we deal with MU-MIMO systems.
complexity. Non-linear techniques (e.g., the Tomlinsora- H Thus it is more feasible for each individual MS to quantize it
rashima precoding (THP)) have a higher computational com@Wn channel matrix and send it ba}ck to aII' assomate@ BSs.
plexity but can usually provide a better performance than li 1he BSs can calculate the precoding matrix by making use
ear techniques. Some linear techniques (e.g., the blogk dia®f channel information reconstructed by collected feellbac
onalization (BD) and the successive minimum mean squarefi€Ssages. o _
error precoding (SMMSE)) are developed for the case inwhich 1here are several ways of quantizing channel matrices. A
there are multiple antennas at each receiver. The BD a|g(§1ra|ghtforward method is to view the channel matrix as a set
rithm is designed to eliminate multi-user interference (yiu ©f complex numbers, and to encode every complex number
[2]. The BD outperforms the TxZF and asymptotically ap_!ndwld_ually. If we allocateN, bits for representmg one float-
proaches the sum capacity of the channel at high SNR. THE9 Point number, we neeflN, Nyis N, Nps N; bits in total
SMMSE performs better than some non-linear techniques (efgr €very subcarrier. This costs too much. .
the successive optimization (SO) THP and the MMSE THP) The alternative is to view the channel matrix as a set of
with relatively low computational complexity [3]. Inourse, ~COMPplex matrices, and to quantize every individual matyix b
we adopt the TxZF which completely suppresses the interfef@0king up a predefined codebook. As explained above, the

ence at the receiver [4]: overall channel matrix is &ys NV, x NpslV; matrix, and is
composed of the channel matrix for each user, which is of size
{W,g} = arg min |g|*tr(Ry) N, x NpgN;. (4) depicts this relationship.
{W,g}

H=[H, - ,H;, - ,Hpy,l7, j: userindex (4)
st.gHW =1y, andtr (WR;W™) = P, 2 . ,
g Ner (WRWT) =P () Here H; is the transpose of the channel matrix for uger
whereP;,, Ry, andRg are the maximum transmit power, the which is aNgsV; x N,. matrix. If we allocateN,;, bits for
covariance matrix of the noise, and the covariance matrix athe codebook, we neel., Nys bits in total for every sub-
the data symbol, respectively. The transmit precodingimatr carrier. The channel quantization method is suitable fer th



limited feedback in terms of required feedback bits, and théit codebook index together witN,. power information to all
conventional vector quantization (VQ) method can be agplie associated BSs. The reconstructed downlink channel matrix

with some modifications. at the BSs is as follows.
& —_— & & . .« .. & T ). i
3. SUBSPACE BASED CHANNEL QUANTIZATION H=[H, - Hj - Hy,l", j:userindex  (10)
METHOD

Extensive simulation results show that the code index alone
is enough to achieve a potential performance without extra
channel power information when the link strengths (large-

gcale fading due to path loss and shadowing) are known at

As proposed in the previous section, MSs supposed to
quantize its channel matrikl;. We view H; not just as a
complex matrix but as a subspace which is spanned by i : k
columns. We perform a singular value decomposition (SvDf€ BSs. In this case, the MS needs to send oWl bits
to extract the unitary matrikJ ; which includes the basis vec- f_eedback. The channel quantization formula can be simpli-
torsU; ¢ spanning the column space Hi; (H;: Ny x N, fied as . .

U;: Ny X Niy, Uj s Ny x N,). H; =Ujs = argmin d.(Uj.s, Ci). (11)

H; =U;%,V/ (5)
4. CODEBOOK CONSTRUCTION BASED ON
U; = [U;,5U; 0] (6) MODIFIED LBG VQ ALGORITHM

The channel quantizer uses the chordal distance as a dista . L
metric, since we should measure the distance between suhq:Ie Linde, Buzo, and Gray (LBG) vector quantization (VQ)

spaces. There are other subspace distance metrics [6hebut @gonthm [10] is used to construct the codeb@okThe LBG

: : . Q algorithm is an iterative algorithm based on the Lloyd al-
;:i?r:)r;d?é;slist;?en?grlzgzg :I?]g &Zecvgggg]o;nkal[(gef i‘ﬁevg];lgzgorithm which is known to provid(_e an alternative syste_matic
distance is defined as app.roac.h for the sub;pace packing problem [5_3]. A§ in [9],
we in this paper acquire the codebook through iteration. The
T T — T, T ) main difference of the proposed method is attributed to the
NG It E fact that the codebooks in [9] are precoder codebooks, while

the codebooks to be constructed here are channel quantizer
for matricesT;, T; which have orthonormal columns. codebooks. The LBG VQ algorithm is based on a training se-
The quantized version of the column space basis vectoigyence which is provided by channel realizations simulated
U; s is chosen to be the code which has the minimum chord&d pmonte-Carlo approach, whereas the Lloyd algorithm in [9]
distance with it. Thus, the subspace quantization pro@ss Cis based on an initial codebook which is obtained via a ran-
be written as dom computer search or the currently best codebook. Thus,

. ) codebooks obtained by the LBG VQ algorithm can better cap-

Ujs = Q(Ujs) = argin, dc(Uj,s, Ci) (8 ture the statistics of the channel by using channel reaizst
as a training sequence.

1
dC(Ti7Tj) = =

whereC; is an unitary matrix C*C; = Iy,). Thus, the

code represents only the column spacdifand the chan-

nel quantizer needs extra information to convey the chann

power information. The channel quantizer equation at useThe LBG VQ based codeboakdesign problem can be stated

J» which takes channel powers as well as subspace distancgs follows. Given a source vector with its known statisti-

into account, is given by cal properties, given a distortion measure, given a codeboo

evaluation measure, and given the size of the codebook, find

a codebook and a partitibrwhich result in maximizing the

minimum chordal distance of the codebook.

} . Here,C is the codebook Suppose that we have a training sequehde capture the
statistical properties of the column space basis vedibrs

of size Nyy x N,

é.l. Design Problem

H; =U;s3; s 9

whereX; = { 0 Xjs
(N¢e—Nyp) X Ny

of size N (N = 2Ve) which has the cod€; € CNuxNr,
2,5 € RY*N" is composed of the uppe¥, x N, ele-
ments of%;. X, s is a diagonal matrix which ha¥,. posi- T = (X1, Xo, -, Xy} (12)
tive real elements in its diagonal. This constitutes thenoleh

power information. The subspace based channel quantizgherex,, € CNi+xNr is a sample oftU; s which can be
tion method works as follows. M$Bfinds the codeC; which  gpiained by taking a SVD of the channel matfik;. The
provides the minimum chordal distance with; ¢, and the
corresponding power information. Then it sends badk.a 1Thepartition of the space is defined as the set of all encoding regions.




channel matrix samples are generated by Monte-Carlo simu-

lations using SCM& The number of channel samplés is
assumed to be large (e.d4 > 1000N), so that all the sta-
tistical properties of the source are captured by the tngini

sequence. The codebook can be represented as the following.

C={C,Cy,---,Cn} (13)

The each code has the same size as a training ma&trxg

CNuxNry LetR,, be the encoding region associated with the

codeC,, and let

P:{R17R2a"'7RN} (14)

denote the partition of the space. If the source maXiy
belongs to the encoding regidR,,, then it is quantized to
C,:

X)) =C,, if X, € Ry (15)

Our aim is to find a codebook of which the minimum chordal
distancé is maximized. The minimum chordal distance of
the codebook is given by:

dc,min(C) = mindc(Ci, Cj), for Ci, Cj € C7VZ 7£ ]
(16)
The design problem can be stated as follows: Gi¥eand
N, find C andP such thatl. i, (C) is maximized.

4.2. Optimality Criteria

C andP must satisfy the following two criteria so as to be

a solution to the above mentioned design problem [10]. wd

8

Euclidean distance as a distance metric.

e Nearest Neighbor Condition:
Rp={X:d.(X,C,) < d.(X,C,),Vn' #n}
17)
This condition says that any channel samKlewhich
is closer to the cod€,, than any other codes in the

chordal distance sense, should be assigned to the en-

coding regionk,,, and be represented Iy, .
Centroid Condition:

(18)

where Uy, is an eigenvector matrix of the sample co-
variance matriX® which is defined as

Cn = URIN“ XN,

1
R:=—— Y X,X/whereNg, =|R,|,
R X, €Rn

(19)

2extended 3GPP Spatial Channel Model [12]

3There are several subspace distance metrics, e.g., thei-Subdy dis-
tance, the projection two-norm distance, and the chordéhdce metrics. It
has been shown that the chordal distance is the only distapesure which
makes the iterative algorithm feasible [9].

provided that eigenvalues in the eigenvalue maftix
of R = UrXzU¥% are sorted in the descending order.

This condition means that the codg, of the encod-

ing regionR,, should be theN, eigenvectors of the
sample cavariance matriR. corresponding to thév,.
largest eigenvalues. The centroid condition is designed
to minimize the average distortion in the encoding re-
gionR,,, whenC2¥* represent®,, [9]. This process is
reproduced here for convenience.

1
opt __ : 2
CoPt = argumin N Z dz(Xm, C)

" X ERR

_ : _CH H

= argmin > (I, - C"X,.X}C)
" Xm,eRn

= H 2

argmax tr (C™"RC) (20)

(18) is the optimum solution which minimizes the av-
erage distortion.

4.3. Modified LBG VQ Algorithm

The modified LBG VQ (mLBG VQ) design algorithm is an
iterative algorithm which finds the solution satisfying the
optimality criteria in section 4.2. The algorithm requires
initial codebookC(®). C(¥ is obtained by the splitting of an
initial code, which is the centroid of the entire training se
uence, into two codes. The iterative algorithm runs with
ese two codes as the initial codebook. The final two codes
are split into four and the same process is repeated until the
desired number of codes is obtained. The codebook design
steps are as follows for a giveéh ande > 0 (‘small’ num-

ber). centroid(S) denotes the optimum code calculated for a
given encoding regioss.

1. (Preparation) LelV = 1 and calculat€} = centroid(T).
2. (Splitting) Fori = 1,2,..., N, setC\”) = (1 + ¢)C},
O, =(1-eC;andN = 2N,
3. (Iteration) Set the iteration indéx = 0 and calculate
(0)
dc,min(c)'
(@ Findn* = argmin,cq1,... Ny dc(Xm,Cﬁf)) for
m=1,...,M andsetQ(X,,) = Cgi).
(b) Update the codes by finding the centr@lff T =

centroid({X,, : Q(X,,) = Cé’“)}) for n =
1,...,N.

(c) Setk =k + 1.

(d) Caleulater"). (C)andifdl"), (c) > dl". ) (C),

then SaV&lf;]fr)nm(C) andC'" forn = 1,..., N,

and go back to step (a). Otherwise, go to step (e).



(e) SetC: = cFYforn = 1,...,N as the final the large-scale fading of the channel, and the channel guant
codes. zation process (12) is based on true channel informatioa. Th
, , codebooks are acquired by the modified LBG VQ algorithm.
4. .Repea.t steps 2 and 3 until the desired number of codeg, 4 feedback link is error free and delay free.
Is obtained. Fig. 2 shows the cdf of the SINR for the 2 BSs - 2 MSs
The minimum distances of the codebooks are collected in T&ase. At50 % outage SINR, the 3 bit channel quantizer (3bCQ)
ble 1. It shows that the codebooks acquired by the modishows 5.3 dB gain over the analog pilot retransmission case
fied LBG VQ algorithm have better distance properties thafdCA) and it is only 0.7 dB away from the centralized CA
Grassmannian codebooks listed in [11]. (cCA). The channel matrix at M$ H;(j = 1,2) is in this
case & x 1 complex vector and this is represented by a code-
book of size2® = 8. Compared with the channel quantiza-

Table 1. The minimum codebook distancésmin (C) tion method, the resource efficient dCA case requires 3 pilot
(N, N;) | Ne || mLBG VQ | Grassmann tones per MS for FDD. Therefore, the proposed scheme out-
(2,1) 3 0.3895 0.3820 performs the pilot retransmission method without reqgirin
(3,1) 3 0.5706 0.5429 extra resources. Fig. 3 deals with simulation results of3the
4 0.4882 0.4167 BSs - 2 MSs case. The 3bCQ, 4bCQ, and 5bCQ cases have
3.2dB, 5.0 dB, and 6.1 dB gains over the dCA case, respec-
tively.
The proposed method is to quantize the channel matrix
5 SIMULATION RESULTS based on the chordal distance, and the LBG VQ algorithm

is modified as such. Conventional VQ methods use the Eu-

Simulations have been performed for the 2 BSs - 2 MSs and glidean distance instead. Is the subspace based methed bett
BSs - 2 MSs cases. Two (three) BSs are cooperating to trandlan the conventional method? A performance comparison
mit data signal for two MSs through the same resources at tH€Sult is shown in Fig. 4. The Euclidean distance based CQ
same time. Both BSs and MSs have a single antenna, so(jrbeCQ) adopts the Euclidean distance as a distance metric
yields2 x 2 and2 x 3 overall channel matrices, respectively. for channel quantization. Its optimality criteria for cauek
SCMé is used for the simulations and the proposed methodgonstruction are as follows, accordingly.

are tested for an Urban Macro channel with a mobile speed
of 10 m/s. The system performance is evaluated in terms of
the received SINR at the MS. Simulations are performed for
30000 channel realizations and the culmulative distrisuti

e Nearest Neighbor Condition:

Rn = {X:[|X = Cpll3 < [X = Cor 13,0 # n}

function (cdf) at one MS is obtained. OFDMA is assumed (1)
as the data transmission scheme and we focus on one sub- ¢ Centroid Condition:

carrier. The transmit power at the BS is set to be 10 W and

it is equally allocated to 1201 subcarriers. The coopegativ X, er, Xm

area (CA) topology is shown in Fig. 1. As in the conven- Cn=F2""7 (22)

. . ZXm ERL 1

tional cellular topology, one cell is composed of three @exct

and the hexagonal area, which is composed of three sectors The simulation results show that the subspace based CQ
which are served by three BSs, forms a CA. Two MSs in théas a substantial gain over the Euclidean distance based CQ.
CA are served by three BSs simultaneously. In case of the &t 50 % outage SINR, the 4bCQ and 5bCQ outperform the
BSs - 2 MSs case, two BSs which maintain the strongest twdbeCQ and 5beCQ by 2.9 dB and 2.6 dB, respectively.

links with MSs are chosen for downlink transmission. The

cell radius is 600 m and MSs are equally distributed in the 6. CONCLUSIONS

CA for every drop. The transmit zero-forcing filter formula

follows (3), based on downlink channel information which | this paper, we considered precoded MU-MIMO systems
is either perfect channel (pCh), or is provided by a downyssisted by limited feedback. We proposed a subspace based
link channel estimation method which is shared by the BSghannel guantization method as a way of providing BSs with
through a prompt and error free backbone network (centralownlink channel state information, which is applicable to
ized CA, cCA), or is acquired by the analog pilot retrans-the distributed COOPA systems as well as MU-MIMO sys-
mission method (distributed CA, dCA), or is captured antiems. The subspace based channel quantizer improves the
reconstructed by looking up anbit codebook 4 bit chan-  system performance significantly, compared to the analog pi
nel quantizationpbCQ). The BSs are assumed to be aware ofpt retransmission method and the Euclidean distance based
4The MATLAB code provided in [13] supports a channel matrixgen ~ Channel quantization method. We also developed an efficient
tion function for links between multiple BSs and multiple MSs. codebook construction algorithm based on well known LBG
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Fig. 1. CA topology based on 3 sector - cell system
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Fig. 2. 2 BSs - 2 MSs case simulation results

VQ by adopting the chordal distance and modifying the op-
timality criteria accordingly. The codebooks generated by
the proposed algorithm have better distance properties tha
Grassmannian codebooks that are currently available.
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