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ABSTRACT

The performance of multicarrier transmission in combination
with multiple antennas (e.g. MIMO-OFDM) can be drasti-
cally degraded due to the existence of RF impairments, e.g.
phase noise (PN). In this work we present a performance anal-
ysis of iterative receivers where we included the PN statistics
in the detection algorithm. The statistical properties of the
remaining intercarrier interference (ICI) are analyzed, show-
ing a strong non Gaussian distribution. The impact of this
property on the performance is discussed. Finally a modi-
fied variance for metric computation is presented leading to
an performance improvement.

1. INTRODUCTION

Phase Noise (PN) in communications describes a multiple
phase distortion caused by RF imperfections, e.g. imperfect
oscillators, during the up- and downconversion. To suppress
PN in multiple antenna - multicarrier communications sys-
tems (e.g. MIMO-OFDM) the standard correction method is
to compensate the common phase error (CPE). However, if
higher order modulation are required this can easily become
insufficient. We therefore use a PN suppression algorithm ini-
tially proposed in [1,2] for single antenna systems which esti-
mates additional spectral components of the PN process apart
from the CPE term to mitigate intercarrier interference (ICI)
as well. In order to increase performance it is common to
perform detector - decoder iterations in a coded MIMO envi-
ronment. A number of different detection strategies have been
investigated in the past, but the influence of RF imperfections
is only hardly discussed. However, in an iterative system it is
of essential importance to provide the decoder with adequate
soft information e.g. log likelihood values (L-values). The L-
values are inverse scaled by the AWGN noise, the remaining
ICI noise and the multiple antenna interference. In previous
contributions [1] - [3] the remaining ICI noise has always be
assumed to been Gaussian distributed which is, however, not
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the case. It will be shown that this is a very crucial fact es-
pecially in high SNR regions and if interference cancellation
schemes are used where the dominating error term is the re-
maining ICI. The main contribution of this work is the eval-
uation and adaptation of interference cancellation techniques
affected by PN as well as a comparison with linear MMSE
detection [4]. Furthermore we fit a Gaussian curve to the ICI
distribution in order to further improve the soft output repre-
sentation. The remainder of this paper is organized as follows.
In Sec. 2 the MIMO-OFDM model disturbed by PN is pre-
sented as well as a PN correction algorithm. Sec. 3 describes
the modified MIMO detection schemes. The performances
are characterized in Sec. 4. Conclusions are drawn in Sec. 5.

2. FOUNDATIONS

2.1. Phase Noise and MIMO-OFDM Model

We consider MIMO (multiple-input, multiple-output) OFDM
transmission with NTx transmit (Tx), NRx receive (Rx) an-
tennas and NC subcarriers. Let V be a vector of information
bits which are encoded by an outer code and interleaved. The
resulting code bit stream is partitioned into blocks X contain-
ing NTx ·NC ·M independent binary digits. Here M repre-
sents the number of bits per symbol and hence allows to dis-
tinguish between 2M different constellation points. As part of
the transmission process, every single block is mapped onto
a NTx ·NC × 1 signal vector S = [S1, · · · ,Sl, · · · ,SNC ]T ,
whose components Sl = [Sl1, · · · , Sltx, · · · , SlNT x

]T denote
the NTx × 1 frequency domain MIMO transmit vectors for
each subcarrier. Per antenna the vector is transformed into
time domain by performing an inverse fast Fourier transform
(IFFT). Before transmission a cyclic prefix (CP) of length NG

is added. This is assumed to be longer than the channel im-
pulse response to eliminate possible intersymbol interference
caused by frequency selective channels. The phase noise is
modeled by a Brownian motion or Wiener Process resulting in
a Lorentzian power density spectrum. However, the PN cor-
rection algorithm is also valid for other PN models (e.g. PLL).
Furthermore we restrict ourselves to the case of phase noise
at the receiver only since transmitter phase noise can be re-
placed by an effective receiver phase noise as presented in [5].



The phase noise variable at the (n)th sample is related to the
previous one as φ(n) = φ(n − 1) + w, where w is a Gaus-
sian distribution random variable, with zero mean and vari-
ance σ2

w = 4π2f2
c cTs. In this notation Ts describes the sam-

ple interval and c determines the oscillator quality. Related to
the 3dB single side bandwidth ∆f3dB of the Lorentzian spec-
trum, c is given by c = ∆f3dB/(πf2

c ) [6]. With fsub as the
subcarrier spacing of an OFDM system, it is common to use
the single relevant performance parameter δ3dB as the rela-
tive oscillator linewidth with respect to the subcarrier spacing
given by δ3dB = ∆f3dB/fsub.

The time domain signal at receive antenna rx in the pres-
ence of phase noise can be expressed as:

yrx(n) =
NT x∑
tx=1

(stx(n) ? hrx,tx(n)) ejφ(n) + ξrx(n), (1)

where ? stands for convolution and ξrx(n) represents addi-
tive white Gaussian noise with variance σ2

n. In this nota-
tion hrx,tx(n) describes the time domain channel impulse re-
sponse between transmit antenna tx and receive antenna rx.
After removing the CP, a discrete Fourier transform is per-
formed per antenna, transforming the received signal back
into frequency domain. The overall transmission chain in-
cluding Fourier transforms is given by the following vector
matrix notation:

Y = (F⊗ IRx)Ψυ
(
hΘ(F−1 ⊗ ITx)S + ξ

)
(2)

where uppercase letters describe frequency domain and low-
ercase letters time domain signals. The symbol⊗ denotes the
Kronecker Product, F is the NC × NC Fourier matrix. The
cyclic prefix is added by multiplication with the matrix Θ and
removed by the multiplication with the matrix Ψ. The phase
noise process is represented by υ = diag(e0, · · · , eNtot−1)⊗
INRx with en = ejφ(n) . Furthermore the channel is given by
the matrix h of channel impulse responses. Performing stan-
dard matrix manipulation the received signal in the frequency
domain can be written as:

Y = ΥHS + η (3)

where we applied the fact that the circular block matrix ΨhΘ
can be diagonalized by the IFFT and FFT operation resulting
in the NC ·NRx×NC ·NTx block diagonal matrix H which is
the frequency domain representation of the channel matrix h.
Phase noise at the receiver results in intercarrier interference
between received symbols during downconversion, which is
modeled in base band by the circulant matrix Υ:

Υ =




E0 E−1 · · · E−(Nc−1)

...
...

. . .
...

ENc−1 ENc−2 · · · E0


⊗ IRx (4)

and Ek = 1
NC

NC−1∑
n=0

e−j2πkn/NC ejφ(NG+n) the frequency

domain representation of the phase noise process. The statis-
tical property of the transformed AWGN noise stay the same.

2.2. Iterative Phase Noise Correction

A detailed MIMO-OFDM transmission chain including itera-
tive PN correction is shown in Fig. 1. After an initial correc-
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Fig. 1. OFDM transmission in the presence of phase noise
with spatial multiplexing and iterative correction.

tion of the common phase error (CPE) with the help of known
pilots [3] and decoding a first estimation of the transmitted
symbols is available. However, this estimation is not very
reliable in frequency selective channels, since each received
symbol is still afflicted by a weighted sum over all other sub-
carriers. Therefore we will take the idea of joint linear mini-
mum mean square error (LMMSE) estimation of CPE and ICI
for every further iteration [1,2]. The key idea of this approach
is to estimate higher order phase noise components. In order
to obtain a Bayesian estimator for the spectral components
Ek up to a certain order u (e.g. k ∈ {−u, · · · , u}) we rewrite
Eq. (3) in a vector matrix notation for a subset of B ≥ 2u+1
equations [4]:

Y = A ·E + ε (5)

where A is a B×2u+1 matrix containing the products of H ·
S. Furthermore, E is a 2u+1× 1 PN vector and ε = ζICI +
η represents the effective noise consisting of remaining ICI
noise and AWGN noise. The LMMSE estimate of the vector
E is given by

Ê = M ·Y (6)

with M = ΦEEAH(AΦEEAH + Φεε)−1 and ΦEE and Φεε

representing correlation matrices of the vector of Fourier com-
ponents E and the remaining noise terms ε, respectively. The
evaluation of the correlation matrices ΦEE and Φεε can be
found in [4, 7]. A modification of remaining ICI variance is
described in more details in Section 4. Having obtained the
coefficients Ê the complex conjugate of the Fourier expansion
can be used to correct the received signal samples in time do-
main: ŷrx(n) = yrx(n)e−jφ̂(n).



3. MIMO DETECTION SCHEMES

The aim of the MIMO detector is to provide soft information
to the outer decoder for each bit. This information is based
on the modified received signal Ŷl, the channel state infor-
mation and the a-priori knowledge (P [Xtx,m]) from the same
outer decoder. In order to increase the readability we drop
the subcarrier index l in the following. Using Bayes’theorem
and under the assumption of statistically independent bits, the
L-value of a certain bit is defined as:

L(Xtx,m|R̂) = ln

∑
X∈Xtx,m+1

p(R̂|X) · P [X]
∑

X∈Xtx,m−1
p(R̂|X) · P [X]

(7)

Using the so called max-Log approximation, the L-values from
the detector can be approximated by a difference of two max-
imum operation [8]:

L(Xtx,m|Ŷ) ≈ max
X∈X+1

−γtx

σ2
Stx

‚‚‚Ŷ −HS
‚‚‚
2

+ ln

NT xY

tx=1

MY

m=1

P [Xtx,m]

ff

− max
X∈X−1

−γtx

σ2
Stx

‚‚‚Ŷ −HS
‚‚‚
2

+ ln

NT xY

tx=1

MY

m=1

P [Xtx,m]

ff
.

(8)

For the implementation of Eq. (8) a lot of MIMO de-
tection strategies are known. The common basis of most of
the schemes is the correlation matrix of the transmitted signal
ΦSS and the correlation matrix of the remaining noise Φεε.
In a coded environment the knowledge of the SINR γtx at
each antenna is of essential importance. Due to the limited
space we will give only the solution of the general expression
of the SINR for each detection scheme.

3.1. Linear MMSE equalization

A low complexity scheme is an adapted linear MMSE equal-
ization [4]. The solution of the mean squared error mini-
mization problem arg min

W
E{‖S−WŶ‖2} leads to the well

known filter matrix:

W = (Φ−1
SS + HHΦ−1

εε H)−1HHΦ−1
εε . (9)

Since the filter matrix is not bias anymore one can overcome
this problem by modifying the filter by a diagonal matrix
that restores unit gain, leading to a new filter matrix given
as WUB = diag

(
diag−1(W · H)

)
· W. The SINR per

antenna is is given as the diagonal elements of the error co-
variance matrix,

γtx =
1

[(ΦSS + HHΦ−1
εε H)−1Φ−1

SS]tx,tx

− 1. (10)

3.2. Parallel Interference Cancellation, PIC

The idea in the case of a Parallel Interference Cancellation
scheme is to split the MIMO detection problem into several
SIMO detection problems and therefore take advantage of
receive diversity [9]. This is done by subtracting soft re-
modulated symbols Ŝtx form the received signal (see [8] for
details) and thus cancelling out the interference caused by
other transmit antennas. Furthermore the following more gen-
eral expectations as presented in [10] are used which are also
applicable for QAM modulation: E{StxS∗tx} = σ2

Stx
and

E{ŜtxS∗tx} = E{StxŜ∗tx} = E{ŜtxŜ∗tx} = σ2
Stx

(1 − ϑtx),
with ϑtx = V ar{Ŝtx} (variance of estimated symbols) and
ϑ = diag(ϑtx). In order to find the optimal filter matrix for
antenna tx according to the MMSE criterion one has to mini-
mize the following cost function arg min

Wtx

E{‖Stx−Wtx(Ŷ′+

H(:,tx)Ŝtx)‖2} given Ŷ′ = Ŷ−HŜ. Finally the filter matrix
per transmit antenna is given as:

Gtx = σ2
txHH

(:,tx)[H(Φssϑ)HH + Φεε| {z }
Λ

+H(:,tx)σ
2
tx(1−ϑtx)HH

(:,tx)]
−1

(11)

with Λ as an error term consisting of remaining multiple
antenna interference, AWGN noise and remaining ICI noise.
The SINR is now given as:

γtx =
1

1− σ2
txHH

(:,tx)
[Λ + H(:,tx)σ

2
tx(1− ϑtx)HH

(:,tx)
]−1H(:,tx)

−1.

(12)

3.3. Successive Interference Cancellation, SIC

The SIC technique is based on a decomposition of the chan-
nel matrix H such that the currently detected symbol depends
only on previously detected signals. It is obviously advanta-
geous to detect the strongest antenna first, in order to min-
imize the effects of error propagation. For this purpose we
use the MMSE based sorted QR decomposition introduced
in [11] which we extended to a more general approach. The
Euclidian distance computation after applying a whitening fil-
ter and extension to MMSE is given as:

‚‚‚‚‚‚

»
Φ
− 1

2
εε Ŷ
0

–
−
„»

Φ
− 1

2
εε H

Φ
− 1

2
SS

–
−
»

0

Φ
− 1

2
SS

–«
S

‚‚‚‚‚‚

2

(13)

applying the decomposition to
»
Φ
− 1

2
εε H

Φ
− 1

2
SS

–
=

»
Q1

Q2

–
R and

multiplication with QH leads to the following expression

‚‚‚‚QH
1 Φ

− 1
2

εε Ŷ − (R− diag(QH
2 )Φ

− 1
2

SS )| {z }
RUB

Ŝ + diag(QH
2 )Φ

− 1
2

SS S

‚‚‚‚
2

(14)



where we replaced S in the second term by its soft rep-
resentation Ŝ. If RUB is used instead of R the initially in-
troduced Bias is considered and an unbiased MMSE-SIC is
implemented. However, diag(QH

2 ) is a strong lower triangu-
lar matrix and is coupled in the SIC with non detected sym-
bols. This Bias term cannot be removed and reflects the trade
off between interference suppression and noise enhancement.
Finally the SINR is given as:

γtx =
σ2

tx

[I + RUBV ar{Ŝ}+ diag(QH
2 )diag(Q2)]tx,tx

.

(15)

4. NUMERICAL RESULTS

The performance of the presented receiver schemes was tested
by simulating a 4×4 MIMO system with NC = 64 carriers in-
cluding 4 pilots and 12 zero carries (IEEE 802.11a),16-QAM.
As for the channel we selected an IEEE 802.11n E channel.
A rate 1/2 convolution code with G = [133, 171]8 was cho-
sen as channel code. Fig. 2 shows the frame error rate (FER)
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Fig. 2. Performance of iterative PN correction up to order
u = 6 (4× 4 MIMO, NC = 64, 16-QAM, δ3dB = 0.01 )

for different detection schemes and correction orders for an
oscillator quality of δ3dB = 0.01. Looking at the no PN per-
formance (dashed curves) the cancellation techniques outper-
form the linear detection (LD) by more than 5dB. Under the
presence of PN and only CPE correction (1st iteration) the
LD and the PIC result in the same behavior whereas the SIC
performs worse. If the mitigation of higher PN components
is enabled, the BER of the cancellation schemes decays ear-
lier than the LD. However, a crossing point at high SNR is
observed. We are discussing 2 possible explanation of this
behavior. The first one is error propagation during the cancel-
lation step, noticeable in the higher CPE error floor of the SIC.
The second is the impact of the non Gaussian distribution of

the remaining ICI. Looking at high SNR the AWGN noise is
not the dominant error term anymore. Additionally assum-
ing perfect multiple antenna interference (MAI) cancellation
leaves the remaining ICI as the dominant term. Since the ICI
distribution is non Gaussian (Fig. 3) the Euclidian distance

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
10

−2

10
0

10
2

PDF

x

 

 

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
0

0.5

1

x

P
(X

<
x)

CDF

 

 
Analytic
Simulation
NormFit

Fig. 3. ICI distribution after PN estimation up to order u = 2

computation (Eq. (8)) is not the correct representation of the
L-values which would be a ratio of the true probability. How-
ever, the true representation is currently not analytically feasi-
ble. This is not the case in LD where the MAI is not cancelled
out in advance and thus still leading to a valid Gaussian error
approximation. The distribution of the ICI is given in Fig
3. Here the ”Analytic” plot shows the common Gaussian as-
sumption for a relative oscillator linewidth of δ3dB = 0.01
which does not take into account the heavy tail probability of
the ICI PN components (”Simulation” plot). Since we cannot
express the analytic distribution of the ICI we applied a nor-
mal distribution fitting on the simulated data obtaining a new
variance (”NormFit” plot). The SNR and oscillator linewidth
independent scaling factors between the analytic and NormFit
data are given in the following Table.

Iteration 1 (CPE) 2 3 4 5 6 7
Factor 1.9 3.9 5.7 7.2 8.6 9.8 10.8

One way to further describe the properties of a probability
distribution is the so called kurtosis. The kurtosis is defined
as the fourth moment about the mean divided by the square of
the variance of the probability distribution. A gaussian distri-
bution has got a kurtosis of 3. Fig. 4 shows the kurtosis over
different oscillator linewidths for the CPE correction and for
the ICI correction up to an order of u = 2. At low δ3dB the
kurtosis is bigger than 3. Such a leptokurtic distribution has
a more acute peak and long tails giving a higher probability
than a normal distributed variable of fast phase noise vari-
ations. At high δ3dB the kurtosis is much below 3. Such
a platykurtic distribution is associated with a smaller peak
around the mean and thin tails. This results of lower proba-
bility than a gaussian distribution of values close to the mean.
Thus the remaining ICI distribution can never be considered
as gaussian distributed.
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Therefore, we applied the factors given in table above to
modify the remaining ICI variance term and investigated the
genie PIC behavior where the MAI is cancelled out perfectly.
The results are presented in Fig 5. The genie PIC was chosen
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to show that the remaining error floor is not mainly caused by
error propagation in the cancellation step. It can be seen from
the figure that crossing points for u = {2, 6} are still existing.
Hence, the impact of the non Gaussian distribution could be
reduced by considering the tail probability and disregarding
the center probability. However, looking at the CPE correc-
tion the result is even worse. Thus we further investigate the
statistics of the remaining ICI by performing Kolmogorov-
Smirnov tests in such a way that the null hypothesis is that
the values come from a normal distribution. The decision to
reject the null hypothesis occurs when the significance level
equals or exceeds the so called p-value. In Fig. 6 the p-values
are plotted for different oscillator linewidths. The curve ”Sim-
ulation, CPE” represents the p-value of the remaining ICI
without noise modification. The curve lies above the ”Norm-
Fit, CPE” curve at δ3dB = 0.01 which implies that applying
a fitting at the first iteration leads to an even less Gaussian
distribution and thus performance degradation (Fig 5). How-
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ever, for every further iteration the ”Simulation” curves (not
shown since too low) are lying much lower than the ”Norm-
Fit” curves. Finally the SIC and PIC behavior with optimal
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scaling factors is shown in Fig 7 indicating an improvement
compared to Fig 2.

5. CONCLUSIONS

In this work we discussed the performance of different it-
erative MIMO-OFDM schemes under the presence of PN.
We emphasized the importance of taking the non Gaussian
distribution of the PN ICI noise into account in the calcu-
lation of the detector soft output. The lowest error floor was
achieved by using a linear filter. This is due to the fact that the
superposition of multiple antenna interference and ICI leads
to a Gaussian distribution of the noise at the filter output.
For interference cancellation techniques, in contrast, the main
source of noise in the high SNR regime is the non Gaussian



distributed ICI, which leads to a non optimal soft output and
thus higher error floors. We were able to overcome this prob-
lem by calculating a modified noise variance based on a fitting
of the distribution of the remaining ICI to a normal distribu-
tion. An alternative to even further lower the error floor is the
use of stronger codes.
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“MMSE Extension of V-BLAST based on Sorted QR
Decomposition,” in IEEE Vehicular Technology Con-
ference (VTC), 2003.


