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EURASIP MESSAGES

President’s Message

This is the first EURASIP Newsletter of 2009. With this year we
are starting a new two-year term of the elected EURASIP Admin-
istrative Committee (AdCom) with (alphabetical order) Fulvio
Gini (Italy), Marc Moonen (Belgium), Ana Perez (Spain), Beat-
rice Pesquet-Popescu (France), Markus Rupp (Austria), Blent
Sankur (Turkey), Abdelhak Zoubir (Germany), truly a European
Society. I deeply thank Paulo Lobato Correia (Portugal) for tak-
ing over for so many years the treasurer post of EURASIP and
Sergios Theodoridis (Greece) who leaves us as well after being
president and past president of EURASIP.

With Marc Moonen, after a splendid two year term as
EURASIPs president, taking on the position of the past president, I take on the position
of current president for the coming two years. I served over the past four years as event
chairman responsible for EURASIP sponsored and cooperated workshops and conferences.
This activity allowed me to get to know many researchers throughout Europe which I en-
joyed collaborating with very much and at the same time learned the ropes of EURASIP.

During the past year a lot of new movements started in EURASIP to improve further
community services. After establishing reduced fees for our members when publishing in
our open access journals and reduced conference fees for our cooperated workshops, we
were offering free book downloads form Hindawi and discount offers from Elsevier. We re-
launched the EURASIP PhD library, now with many hundreds of recent European PhDs.
It is a free service and I invite everyone to download their PhD thesis up there for free
downloads. As our open library with a collection of past EUSIPCO papers is growing we
finally managed to scan all old proceedings that were only available on paper and we offer
them electronically now. Please check under www.eurasip.org. As we made it a policy that
our supported conferences either have their papers on our EURASIP Open Library or on
IEEE Xplore, the amount of papers in our library keeps growing.

A second strong movement is the appointment of more than 50 European Liaisons that
help distributing the EUSIPCO movement directly into the heart of our community. With
more local people actively involved in our signal processing community we hope to address
the needs of our members even better than in the past. Note that all work for EURASIP is
a voluntary work and we intend to keep it this way since we can wholeheartedly claim that
none of your membership fee goes into personal pockets but is returned at 100% to our
community.

A new upcoming addition of our service is to establish the EURASIP JOP POST that
allows members to offer job opportunities in signal processing. We believe that such service
may become very useful in the future and in particular at those times when it is hard to find
jobs for qualified people.



2 EURASIP Messages

In spite of all changes—some already made and some expected—we intend to keep what
we are, EURASIP, a friendly and open society for Signal Processing.

I wish all EURASIP members a happy and successful 2009.

Markus Rupp
President



EURASIP MESSAGES

EURASIP Message Liaisons

This message is to welcome the Local Liaisons and to announce
the Local Liaison Program that has been created by EURASIP
with the aim of coordinating and stimulating local activities,
such as seminar days and short courses, which are funded by
EURASIP. In addition to supporting local activities, a second goal
of Local Liaison Officers is to contribute to promoting EURASIP
at the national level, stimulating participation in EURASIP’s con-
ferences and workshops, raising awareness of the services of-
fered by EURASIP, and helping membership development so that
many people can associate each other with us. The third goal of
the program is to increase the speed of response to problems. The
Liaison understands local member’s needs and workflows, and can frequently fix things.

Liaisons are appointed by EURASIP Adcom, and are chosen to best meet the profile of
active people within the Signal Processing community. It is the responsibility of any Liaison
who feels that insufficient time is being allocated to perform necessary Liaison work to no-
tify the Adcom. For more information about the Local Liaison Program and to find out who
your liaison is on your country, we encourage you to visit our website at www.eurasip.com/.

Ana Perez-Neira
Membership Development



AWARD WINNING PAPERS

Award Winning Papers by EURASIP

EURASIP is presently running ten scientific Journals (three with
Elsevier and seven with Hindawi) and concomitantly we give
awards to distinguish excellent papers. The award process is run
by a separate committee for each Journal, appointed by the
AdCom of EURASIP. Depending on the submission numbers,
awards are given annually or biannually. EURASIP has witnessed
over the years the truly excellent quality of papers submitted to
our Journals, and we would like to take the opportunity to cele-
brate those award winning papers for our members.

In addition to the Journals papers award, each year during EURASIP’s conference,
EUSIPCO, student papers are awarded. We therefore present two of the award winning
papers, namely, the best student award paper in EUSIPCO 2008 at Lausanne entitled “Total
Variation Denoising using Posterior Expectation” by Cécile Louchet and Lionel Moisan
and the award winning paper of EURASIPs Journal on Advances in Signal Processing
entitled “Wideband Impulse Modulation and Receiver Algorithms for Multiuser Power
Line Communications” by Andrea M. Tonello.

Markus Rupp
President



TOTAL VARIATION DENOISING USING POSTERIOR EXPECTATION

Cécile Louchet and Lionel Moisan

Université Paris Descartes, MAP5 (CNRS UMR 8145)
45 rue des Saints-Pères 75006 Paris, France

email: {louchet,moisan}@math-info.univ-paris5.fr

ABSTRACT

Total Variation image denoising, generally formulated in a
variational setting, can be seen as a Maximum A Posteri-
ori (MAP) Bayesian estimate relying on a simple explicit
image prior. In this formulation, the denoised image is the
most likely image of the posterior distribution, which fa-
vors regularity and produces staircasing artifacts: in regions
where smooth-varying intensities would be expected, con-
stant zones appear separated by artificial boundaries. In this
paper, we propose to use the Least Square Error (LSE) cri-
terion instead of the MAP. This leads to a new denoising
method called TV-LSE, that produces more realistic images
by computing the expectation of the posterior distribution.
We describe a Monte-Carlo Markov Chain algorithm based
on Metropolis scheme, and provide an efficient convergence
criterion. We also discuss the properties of TV-LSE, and
show in particular that it does not suffer from the staircas-
ing effect.

1. INTRODUCTION

Image denoising based on Total Variation (TV) was first pro-
posed by Rudin, Osher and Fatemi (ROF) in 1992 [11]. Since
then, the TV criterion was found to be very efficient in many
other image processing tasks, including deblurring, interpo-
lation, spectrum extrapolation, inpainting, decompression,
etc. (see, e.g., [1, 8]). One reason for this is that the TV
functional enforces a certain notion of regularity that is well
suited to images: it puts a strong penalization on oscilla-
tions and random fluctuations, but allows discontinuities at
the same time. This is an interesting property, because true
images generally present discontinuities in the intensity map
that are caused by occluding parts in the scene. However, be-
cause the ROF method is based on TV minimization, it tends
to produce denoised images that present unnatural local con-
figurations that permit to achieve a small overall TV. This
is known as the staircasing effect [2, 10]: in ROF denoised
images, one may often observe constant regions delimited by
artificial discontinuities, as in Fig. 3 (middle row, left image).

As shown in [9], the staircasing effect of TV denoising
is due to the fact that the total variation is not differentiable
(and, as proven in [4], to the fact that noisy images are al-
most everywhere discontinuous). Smooth approximations
and variants of the total variation functional [2, 5, 6] manage
to avoid the staircasing effect, but they lose the nice geomet-
rical properties of the total variation, in particular the co-area
formula that connects the total variation measure with the
image geometry via the level-set decomposition. In [3], a
solution to the staircasing effect is proposed in the case of
neighborhood filters, but it does not apply for variational for-
mulations like TV denoising.

In this paper, we propose to use the TV criterion in a

different framework, in order to avoid the staircasing effect
while keeping the efficiency of the TV measure. In Section
2, we recall the Bayesian MAP interpretation of ROF de-
noising, and introduce a new denoising filter called TV-LSE,
defined as the image estimate achieving the least square er-
ror Bayesian risk (like, e.g., the Wiener filter). A Monte-
Carlo Markov Chain (MCMC) Metropolis sampler is then
proposed in Section 3 to compute the posterior expectation
required by this new filter, and a convergence criterion is
given and analyzed. In Section 4, we discuss the proper-
ties of TV-LSE denoising and in particular its difference with
TV-MAP (ROF) denoising. We show that unlike the latter,
TV-LSE denoising does not suffer from the staircasing ef-
fect, and produce more realistic images while keeping good
denoising efficiency.

2. BAYESIAN FORMULATION OF TV DENOISING

Let u : Ω → R be a discrete gray-level image defined on a
rectangular domain Ω ⊂ Z

2. The discrete Total Variation of
u is defined by

TV (u) = ∑
(x,y)∈Ω

|Du(x,y)|, (1)

where |Du(x,y)| is a discrete approximation of the gradient
norm of u in (x,y). In this paper, we shall use the usual Eu-

clidean norm in R
2 and the simplest possible approximation

of the gradient vector, given by

Du(x,y) =

(
u(x+1,y)−u(x,y)
u(x,y+1)−u(x,y)

)
.

(with the convention that differences involving pixels outside
Ω are zero). Given a (noisy) image u0, the ROF method pro-
poses to compute the unique image u that minimizes

Eλ (u) = ‖u−u0‖2 +λTV (u), (2)

where ‖ · ‖ is the classical L2 norm on images and λ is an
hyperparameter that controls the level of denoising. This
energy-minimization formulation can be translated into a
Bayesian framework: let us consider, for β > 0, the prior
density function

pβ (u) =
1

Zβ
e−βTV (u), where Zβ =

∫
E0

e−βTV (u) du

and ∀μ ∈ R, Eμ =

{
u ∈ R

Ω, ∑
x∈Ω

u(x) = μ|Ω|
}

.

The function pβ is a probability density function on each set
Eμ , that can be used as a Bayesian prior to estimate the best



denoised image. If we assume that the noise is additive and
Gaussian, i.e., that u0 = u + N where N is a Gaussian white
noise with zero mean and variance σ2, then from Bayes for-
mula we can derive the posterior density

p(u|u0) =
p(u0|u)pβ (u)

p(u0)
=

1

Z
exp

(
−Eλ (u)

2σ2

)
, (3)

where λ = 2βσ2 and Z is a normalizing factor, depend-
ing on u0 and λ , ensuring that u �→ p(u|u0) is a probability

density function on R
Ω. Hence, the variational formulation

(argminu Eλ (u)) is equivalent to the Bayesian Maximum A
Posteriori (MAP) formulation

ûMAP = argmax
u

p(u|u0), (4)

which means that the ROF denoising filter simply selects the
most likely image u according to the posterior distribution
p(u|u0).

In a certain sense, the most complete denoising informa-
tion consists in the whole posterior density function itself.
However, one generally wants to build from this density a
“best estimate” of the true image, according to some crite-
rion. The MAP estimator is the one that minimizes Bayes
risk when the cost function is a Dirac delta localized on the
true solution. In a sense, it does not represent very well the
posterior density function, because it only sees its maximum
point (as we can see from (3), all posterior distributions that
share the same value of λ yield the same MAP estimator, in-
dependently of their “spread” σ ). Since ûMAP minimizes the
energy Eλ (u), it tends to present some exceptional structures
that have a very small contribution to the energy, in particular
“flat zones”, that is, regions with uniform intensity, causing
the well-known staircasing effect.

Instead of the hit-or-miss risk function leading to the
MAP estimate, we propose to use the Least Square Error
(LSE) criterion, that consists in finding the estimate û(u0)
that minimizes

Eu,u0

(‖u− û(u0)‖2
)

=
∫

RΩ

∫
Eμ

‖u− û(u0)‖2 p(u,u0)dudu0.

This minimum is attained by the posterior expectation (con-
ditional mean), that is for

ûLSE := E(u|u0) =
∫

u∈RΩ
up(u|u0)du. (5)

Thanks to (3), this can be rewritten

ûLSE =

∫
RΩ

exp

(
−Eλ (u)

2σ2

)
·udu∫

RΩ
exp

(
−Eλ (u)

2σ2

)
du

. (6)

3. MCMC ALGORITHM FOR TV-LSE DENOISING

3.1 Principle

TV-LSE denoising requires to evaluate the ratio of integrals
arising in (6), each integral concerning thousands of vari-
ables (the dimension is the number of pixels). For such
high-dimension integrals, only Monte-Carlo methods can be
considered. Here we propose to use a Monte-Carlo Markov

Chain (MCMC) following Metropolis scheme. Given a pos-
itive parameter α > 0, let us consider a random chain of im-
ages (ϒn)n≥0 consisting in an initial (random or determinis-
tic) image ϒ0 and the transition defined by

ϒn+1 =

{
ϒn +αΔnδXn if Rn ≥ Zn,
ϒn else,

where the random variables (Δn)n≥0, (Xn)n≥0 and (Zn)n≥0

are all independent, with Δn ∼U([−1,1]), Xn ∼U(Ω), Zn ∼
U([0,1]), and

Rn = exp

(
−Eλ

(
ϒn +αΔnδXn

)−Eλ (ϒn)

2σ2

)
(note that if Eλ

(
ϒn +αΔnδXn

)≤Eλ (ϒn), then Rn ≥ 1 so that
Rn ≥ Zn almost surely). Notice that two successive images ϒn

and ϒn+1 of the chain differ by one pixel at most, while ϒn

and ϒn+|Ω| are much less correlated. This is why we consider
in the following the subsampled chain

Un = ϒ|Ω|n,

even if the results of this section remain true for (ϒn). Un

is a Metropolis sampler for the posterior distribution, so it
converges in law towards this distribution. This provides a
way to estimate the TV-LSE denoising filter, as shown by the
following Theorem.

Theorem 1 For any α > 0 and any distribution of U0, we
have almost surely

1

n

n

∑
k=1

Uk −−−−→
n→+∞

ûLSE .

Proof — To simplify, the proof is given here in the case of a
countable image space. Let l be a positive real number (quanti-
zation step), we assume that Δn follows the uniform distribution on
{k/l, −l ≤ k ≤ l}, so that the discrete image space (state space) is

E = (αZ/l)Ω. The classical ergodic Theorem on Markov chains
[7] states that if the Markov chain is irreducible, has a stationary
distribution π , and h : E → E satisfies

∫
E |h(u)|dπ(u) < ∞, then

1

n

n

∑
k=1

h(Uk) −−−−→
n→+∞

∫
E

h(u)dπ(u) a.s. and in L1.

1) The chain (Un) is irreducible because if u and u′ are two
images of E, then P(Un = u′|U0 = u) > 0 for all n ≥ ‖u′ −u‖∞/α ,
so that u and u′ communicate.

2) Let us write π(u) = 1
Z exp(−Eλ (u)

2σ 2 ) the posterior distribution.

To prove that π is stationary for the subsampled chain (Un), it is suf-
ficient to prove that it is stationary for (ϒn). The transition kernel P

of ϒn can be decomposed into Pu,u′ = q(u,u′)e−
(Eλ (u′)−Eλ (u))+

2σ2 , where
(x)+ = max(0,x) is the positive part of x, and

q(u,u′) =
1

|Ω| ∑
x∈Ω

1

2l +1
1|u′(x)−u(x)|≤α,u′(y)=u(y)∀y �=x(u,u′)

is the instrumental distribution. If π(u) ≥ π(u′), then (Eλ (u′)−
Eλ (u))+ is null, and π(u)Pu,u′ = π(u)q(u,u′) holds. But q is sym-

metric, so that π(u)Pu,u′ = π(u)q(u′,u) = π(u′)Pu′,u since π(u′) ≤
π(u). Consequently, π is reversible with respect to P, thus station-
ary for (ϒn).

3) We conclude by applying the ergodic Theorem to the func-

tion h = IdE , which is π-integrable as required. �



3.2 Convergence control

Theorem 1 is a theoretical result ensuring convergence when
n tends to infinity, but in practice the real issue is: how large
should n be to permit a reasonable approximation of ûLSE?
Here the speed of convergence depends on two factors: first,
the number of iterations needed by the Markov Chain (Un)
to attain the stationary state; second, the number of iterations
needed by the empirical average to estimate reasonably the
true expectation. In MCMC simulations, it is common to in-
troduce a “burn-in” phase, during which the random images
are generated with the Markov chain but not taken into ac-
count in the expectation estimate. It amounts to consider, for
0 ≤ b < n, the partial average

Sb
n =

1

n−b

n

∑
k=b+1

Uk, (7)

from which we compute

E‖Sb
n − ûLSE‖2 = E‖Sb

n −ESb
n‖2 +‖ESb

n − ûLSE‖2.

The first term is the span (trace of the covariance matrix) of

the estimator Sb
n (written Span(Sb

n)), which converges to 0
like A/(n−b) (for some constant A) when n tends to infinity
[7]. The second term is the (squared) bias, due to the fact
that the law of Un is not exactly the posterior law, but (only)
tends to it when n → +∞ by ergodic Theorem. If we assume
that the state space is finite (which is always numerically the
case), the convergence of Un to the posterior distribution is
geometric and

∀n ≥ 1, ‖EUn − ûLSE‖ ≤ Bγn, (8)

for some B > 0 and 0 < γ < 1. From (8), we deduce that

‖ESb
n − ûLSE‖ ≤ B

n−b

γb+1(1− γn−b)

1− γ
,

so that for B′ = γ2B2/(1− γ)2 we have

E‖Sb
n − ûLSE‖2 ≤ Span(Sb

n)+
B′γ2b

(n−b)2
. (9)

Hence, Sb
n converges to ûLSE like 1/

√
n (recall that

Span(Sb
n) � A/(n−b)), which is a rather slow convergence,

that requires a good stopping criterion. Now let us consider
another Markov chain Ũn defined like Un (and independent
from it). With obvious notations we have

E‖S̃b
n −Sb

n‖2 = 2 Span(Sb
n),

and the empirical value ‖S̃b
n−Sb

n‖2 is a very good approxima-
tion of its expectation since the dimension of the image space
is very high. Thus, if we manage to choose b large enough
to ensure that the bias term (rightmost term) is negligible in
(9), then we expect to have

‖Sb
n − ûLSE‖ � eb√

2
with eb = ‖S̃b

n −Sb
n‖, (10)

and we can use a test like eb ≤ ε as a stopping criterion. Now
how do we select the correct burn-in parameter b? Empiri-
cally, it can be observed that the function eb decreases with b

b

_

b

Figure 1: Selection of the burn-in parameter b. As a function of b,

the distance eb = ‖S̃b
n − Sb

n‖ between the two MC estimates (thick
line) reaches a minimum value for b = b̄. This value is a good
choice for the burn-in parameter, because it is very close to the value

of b for which the distance from (Sb
n + S̃b

n)/2 to ûLSE is minimal
(experiment made with λ = 30 and σ = 10 on a noisy image).

for small values of b, reaches a minimum, then increases with
b (see Figure 1). This highlights a competition between the
burn-in time b (that should not be too short because Span(Un)
decreases with n, as can be seen empirically) and the num-
ber of samples (n− b) kept for the estimation. Intuitively,
the value b̄ = argminb eb is an interesting compromise for b,
since it is very close to the optimal value (see Figure 1).

3.3 Algorithm

The considerations above lead to the following algorithm.

Algorithm 1 TV-LSE algorithm

draw two random images U0 and Ũ0

n ← 0
repeat

n ← n+1
draw Un and Ũn from Un−1 and Ũn−1

compute b̄ = argminb eb

until eb̄ ≤ 2ε

return (Sb̄
n + S̃b̄

n)/2

In practice the initial images U0 and Ũ0 are drawn with
i.i.d uniform intensity values in [0,256). Concerning the par-

tial sums Sb
n, since all images (Uk)1≤k≤n cannot be kept in

memory at the same time, we constrain b to belong to a dis-
crete set of values E = �λ N� = {�λ p�, p ∈ N} (where �·�
denotes the lower integer part, and λ = 1.2 in practice) and
to be larger than a fraction of n (n/6 in practice). Hence, we

simply have to maintain the partial sum Sb
n for b∈E∩[n/6,n)

for all n, and there are at most 10 such values of b for any n

(because − log( 1
6
)/ log1.2 � 9.8).

At the end of the algorithm, we estimate ûLSE with (Sb
n +

S̃b
n)/2 which is better than either Sb

n or S̃b
n. Indeed, since Sb

n

and S̃b
n are independent, we have, with a similar computation

as before

E

∥∥∥∥Sb
n + S̃b

n

2
− ûLSE

∥∥∥∥2

≤ 1

2
Span(Sb

n)+‖ESb
n − ûLSE‖2.

In other terms, by averaging the two chains we maintain the
same bias and divide the span by two. If the bias is negligible
(it is the case in general when b is chosen large enough), then



d

Figure 2: The curve (eb,‖Sb
n − ûLSE‖)n (thick line) and the curve

(eb,‖(Sb
n + S̃b

n)/2− ûLSE‖)n (thin line) for a fixed value of b and
λ = 30, σ = 10. Since the ratio of the two curves is approximately√

2, the bias is negligible, which suggests that the MCMCs have
reached the stationary regime.

we can expect to have ‖(Sb
n + S̃b

n)/2− ûLSE‖ � eb/2, which

is
√

2 times better than Sb
n or S̃b

n alone. This property, which
can be checked numerically on Figure 1 (the ratio between
the two functions is approximately 2), can be used to check
the absence of bias, since averaging the two chains reduce
the span but not the bias. Figure 2 corresponds to the same
situation as Figure 1, that is λ = 30 and σ = 10, and also
illustrates the negligibility of the bias in that case (the ratio

of the two curves is approximately
√

2).

4. PROPERTIES OF TV-LSE DENOISING

4.1 LSE versus MAP

Whereas the classical TV denoising (ûMAP) only depends on
the parameter λ , the TV-LSE denoising depends on two pa-
rameters, λ and σ . In the Bayesian framework, σ2 repre-
sents the variance of the noise, which indirectly controls the
spread of the posterior distribution. Hence, even if it is natu-
ral to choose for σ2 the (supposedly known) variance of the
noise, we can also consider it as an abstract hyperparameter,
as is λ in the variational TV denoising framework. First, we
investigate the extreme values of σ from a theoretical point
of view. We note ûMAP(λ ) and ûLSE(λ ,σ) the MAP and LSE
results obtained from a given image u0.

Theorem 2 For all λ > 0, we have

(i) ûLSE(λ ,σ) −−−→
σ→0

ûMAP(λ ),

(ii) ûLSE(λ ,σ) −−−−→
σ→+∞

u0.

Proof — When σ goes to 0, the unimodal probability distribution
1
Z exp

(
− Eλ

2σ 2

)
converges to the Dirac distribution in ûMAP(λ ) =

argminu Eλ (u), whose expectation is ûMAP(λ ), which proves (i).
For (ii), consider the change of variable u′0 = u0

σ and u′ = u
σ , then

ûLSE(λ ,σ) =

∫
RΩ

σu′e−
1
2
(‖u′−u′0‖2+ λ

σ TV (u′))du′∫
RΩ

e−
1
2
(‖u′−u′0‖2+ λ

σ TV (u′))du′

so that, thanks to Lebesgue’s dominated convergence theorem,

ûLSE(λ ,σ) ∼
σ→∞

σ

∫
RΩ

u′e−
1
2
‖u′−u′0‖2

du′∫
RΩ

e−
1
2
‖u′−u′0‖2

du′
∼

σ→∞
σu′0 = u0.

�

Thus, TV-MAP denoising can be seen as a special case of
TV-LSE denoising, corresponding to σ = 0. When σ is very
small, the posterior distribution is very concentrated around
ûMAP, so that starting the Markov chains with a random im-
age causes a lot of bias, which makes our stopping criterion
incapable of guaranteeing the precision ε on ûLSE . We could
improve a lot the previous algorithm for small values of σ
by choosing to start the Markov chains with ûMAP (instead of
random images), but this is not really worth it, since when σ
is small, ûLSE is very close to ûMAP, and hence not specially
interesting. In practice, we never encountered convergence
problems with the algorithm described in the previous sec-
tion as soon as σ ≥ λ/10.

A natural idea at this point would be to compare TV-MAP
and TV-LSE denoising by keeping a fixed value of λ and
making σ vary. This is not very interesting because, as one
can see in the experiments, the method noise ‖ûLSE −u0‖ de-
creases with σ , so that not only the denoising technique is
different, but also the “amount of denoising”. This is the rea-
son why in the comparison we make, we always choose the
denoising parameters (λ for the MAP, λ and σ for the LSE)
so that the method noise is fixed. For TV-LSE, this leaves
one degree of freedom that allows more or less departure
from the TV-MAP model. A systematic exploration of this
degree of freedom could be interesting, but for the sake of
concision we shall only try to give an insight of TV-LSE de-
noising abilities by choosing one arbitrary (reasonable) value
in the experiments.

Apart from computation time (typically 10 seconds for
TV-MAP and 10 minutes for TV-LSE on a 512×512 image),
the main difference between TV-MAP and TV-LSE denois-
ing, illustrated on Figure 3, is the ability to TV-LSE to avoid
two annoying artifacts of TV-MAP denoising: the staircasing
effect and the creation of isolated pixels. These artifacts are
even created by TV-MAP in a pure noise image (see Figure
4), which contradicts what could be considered as a basic re-
quirement, that is, that a good denoising method should not
create structures in noise (this requirement is very important
for satellite image interpretation for example).

4.2 No staircasing effect for TV-LSE

We conclude with a theoretical result stating the absence of
staircasing for TV-LSE denoised images.

Theorem 3 Let u0 be a random image such that the distribu-
tion of u0 is absolutely continuous with respect to Lebesgue’s
measure. Let k,k′ ∈ Ω be neighbor pixels (that is, such that
|k− k′| = 1). Then the denoised image ûLSE satisfies

Pu0

(
ûLSE(k′) = ûLSE(k)

)
= 0.

Sketch of the proof — In this proof the gray value of any image
u at pixel k will be denoted by uk, and v := u0 to simplify notations.
Let g : R → R the function defined by

g(z) =

∫
RΩ(uk′ −uk)exp

(
− (uk−z)2+∑l �=k(ul−vl)

2+λTV (u)

2σ 2

)
du∫

RΩ exp
(
− (uk−z)2+∑l �=k(ul−vl)2+λTV (u)

2σ 2

)
du

.

(11)
Then ûLSE,k′ = ûLSE,k is equivalent to g(vk) = 0. With (11), the
function g can be extended to a holomorphic C → C mapping,
which proves that g is analytic. Now Assume that g is zero ev-
erywhere. The numerator of g(z) in (11), written N, can be rewrit-
ten as the convolution product N = Gσ ∗ϕ , where Gσ is the cen-



Figure 3: Comparison between classical TV-MAP denoising and
the proposed TV-LSE denoising on a part of the classical Lena im-
age (top, left) corrupted by a Gaussian white noise with standard
deviation σ = 10 (top, right). On the middle row, TV-MAP de-
noising has been applied for two levels of denoising (the level of
denoising being measured by the “method noise”, that is, the L2 dis-
tance between the noisy image and the result). Left: method noise
is 9.6 (to be compared to 10, the actual noise level), obtained with
λ = 19.25; right: method noise is 7.68, obtained with λ = 11.1. On
the bottom row, TV-LSE denoising has been applied for the same
levels of denoising (same method noise). Left: method noise is
9.6, obtained with (λ ,σ) = (50,20); right: method noise is 7.68,
obtained with (λ ,σ) = (25,15). On both TV-MAP images (mid-
dle row), the staircasing effect is visible: artificial boundaries are
created between extremely flat zones. On the right TV-MAP im-
age, another artifact appears: isolated pixels with extreme intensity
values remain. These two artifacts do not arise with the TV-LSE
images (bottom row), that look much more natural.

tered Gaussian function of bandwidth σ and ϕ is a real function de-

fined by ϕ(x) =
∫
(uk′ −uk)exp

(
−∑l �=k(ul−vl)

2+λTV (uk,x)

2σ 2

)
d(ul)l �=k,

where uk,x is the image defined by u
k,x
l

= ul if l �= k, and u
k,x
k

= x.
It can be proven that the discrete formulation of TV (Equation 1)
ensures that ϕ is in L1, so that by considering Fourier transforms

(written ·̂) we get Ĝσ (ξ ) · ϕ̂(ξ ) = 0 for all ξ ∈ R. Since Ĝσ (ξ )
never vanishes, we deduce that ϕ̂ is identically null, and so is ϕ . But
as ϕ(z) can be proved to be negative for large enough z, we have a
contradiction, which proves that g cannot be zero everywhere.

Last, since g is analytic and non-identically null, the isolated
zero Theorem states that g−1({0}) cannot contain any accumula-

Figure 4: A pure noise image (Gaussian white noise with stan-
dard deviation 10) is denoised with the classical TV-MAP (left) and
the proposed TV-LSE (right) method, with the same level of method
noise (7.33), achieved with λ = 9.37 for MAP and (λ ,σ) = (40,20)
for LSE. As we can see, TV-MAP denoising creates severe struc-
tures in noise: artificial boundaries between artificially flat zones
(the staircasing effect), and isolated pixels with extreme values.
Like for the Lena image (Figure 3), these artifacts are avoided by
the TV-LSE denoising method.

tion point. Thus, under the marginal distribution of vk, the event
(g(vk) �= 0) a.s. occurs. Since v has been assumed to have a density
with respect to Lebesgue measure, this yields

Pv(g(vk) = 0) =
∫
(vl)l �=k

Pvk
(g(vk) = 0) f (v)d(vl)l �=k = 0

=
∫
(vl)l �=k

0 · f (v)d(vl)l �=k = 0

which concludes the proof. �
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1. INTRODUCTION

The design of broadband communication modems for trans-
mission over power lines (PL) is an interesting and open
problem especially with reference to the development of reli-
able transmission and advanced signal processing techniques
that are capable of coping with the harsh properties of the
power line channel and noise [1]. In this paper, we deal
with advanced signal processing algorithms for a wideband
(beyond 20 MHz) impulse-modulated modem [2–4]. Up to
date, impulse modulation has only been considered for ap-
plication in ultra-wideband (UWB) wireless channels [5–7].
It has interesting properties in terms of simple baseband im-
plementation and robustness against channel frequency se-
lectivity and interference. Differently from the wireless con-
text, PL channels have a narrower transmission bandwidth
[8] and are characterized by several background disturbances
as colored and impulse noise [9]. Nevertheless, wideband im-
pulse modulation is an attractive scheme for application over
this medium as experimental trials have shown [4]. The basic
idea behind impulse modulation is to convey information by
mapping an information symbol stream into a sequence of
short-duration pulses. Pulses (referred to as monocycles) are

followed by a guard time to cope with the channel time dis-
persion. The monocycle can be designed to shape the occu-
pied spectrum and in particular to avoid the low frequencies
where we typically experience higher levels of background
noise. Since our system deploys a fractional bandwidth (ra-
tio between signaling bandwidth and center carrier) larger
than 20%, it can be classified as an ultra wideband system
according to the FCC. We consider indoor applications such
as local area networks, peripheral office connectivity, and
home/industrial automation. Impulse modulation is an at-
tractive transmission technique also for in-vehicle PLC sys-
tems and for PL pervasive sensor networks where the trans-
mitting nodes need to use a simple modulation scheme. In
general, we assume that a number of nodes (users) wish to
communicate sharing the same PL grid. Communication is
from one node to another node such that if other nodes
simultaneously access the medium, they are seen as poten-
tial interferers. In order to allow for users’ multiplexing, we
deploy direct-sequence code-division multiple access (DS-
CDMA) [6, 10–12]. The user’s information is conveyed us-
ing a certain signature waveform that is a repetition of time-
delayed and weighted monocycles that span a transmission
frame.
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Figure 1: Impulse-modulated PL system with frequency-domain receiver processing and iterative decoding.

A key point in the proposed approach is that the sym-
bol energy is spread over a wideband which makes the sys-
tem robust to narrowband interference and capable of ex-
ploiting the channel frequency diversity. Furthermore, this
modulation approach is simple at the transmitter side and re-
quires a baseline correlation receiver that filters the received
signal with a template waveform [2, 7]. The template wave-
form has to be matched to the equivalent impulse response
that comprises the desired user’s waveform and the chan-
nel impulse response. To achieve high performance, this re-
ceiver requires accurate estimation of the channel which can
be complex if performed in the time domain [13, 14] because
of the large time dispersion that is introduced by the wide-
band frequency-selective PL channel. Further, the channel-
frequency selectivity introduces intercode interference (ICI)
(interference among the codes that are assigned to the same
user) and multiple-access interference (MAI) when multiple
users access the network. This translates into performance
losses and suggests some form of multiuser detection or in-
terference cancellation. Therefore, in this paper we focus on
the receiver side and we propose a novel frequency-domain
(FD) detection approach which allows to obtain high per-
formance and to keep the complexity at moderate levels. FD
receivers have recently attracted considerable attention both
for equalization in single carrier systems [15] and in multi-
carrier (OFDM) systems [16, 17]. We have investigated FD
processing in a UWB wireless system in [10], and described
preliminary results for the power line scenario in [11, 12].
The contribution of the present paper is about the derivation
of a maximum likelihood joint detector that operates in the
frequency domain in the presence of MAI and impulse noise
(Section 3). The detection metric used in this receiver is con-
ditional on the knowledge of the channel of the desired user
and on the knowledge of the occurrence of the impulse noise.

From this receiver, with certain approximations, we de-
scribe in Section 4 several novel FD algorithms, in particular,
a simplified FD joint detector, an FD iterative detector, and
an FD interference decorrelator. They all include the capabil-
ity of adapting to impulse noise and rejecting the ICI/MAI,
but have different levels of performance and complexity.

We focus on the practical estimation of the parameters
that are needed in the detection algorithms (Section 5). In
particular, we address the FD channel estimation problem,
the estimation of the correlation of the noise and the inter-
ference, and the estimation of the impulse noise occurrence.
Frequency-domain channel estimation for the desired user
is done with a recursive least-squares (RLS) algorithm [18].
Further, channel coding is also considered and it is based
on bit-interleaved convolutional codes. In this case, we show
that iterative processing [19] with simple hard feedback from
the decoder allows to run the parameter estimators in a data
decision-driven mode which betters the overall receiver per-
formance.

Finally, we describe in Section 6 the key features of a PL
impulse-modulated modem that has been used to assess per-
formance and whose hardware prototype is described in [4].
To this respect, we propose the use of a wideband statisti-
cal channel model that allows to evaluate the system perfor-
mance by capturing the ensemble of indoor PL grid topolo-
gies.

2. WIDEBAND SYSTEM MODEL

We consider a system where a number of nodes (users) com-
municate sharing the same PL network. Communication is
from one node to another, such that if other nodes simul-
taneously access the medium, they are seen as potential in-
terferers. The transmission scheme (Figure 1) uses wideband
impulse modulation combined with DS data spreading [11].
Users’ multiplexing is obtained in a CDMA fashion allocat-
ing the spreading codes among the users.

The signal transmitted by user u can be written as

s(u)(t) =
∑
k

∑
i∈Cu

b(u,i)
k g(u,i)(t − kT f

)
, (1)

where g(u,i)(t) is the waveform (signature code) used to con-

vey the ith information symbol b(u,i)
k of user u that is trans-

mitted during the kth frame. Each symbol belongs to the
pulse amplitude modulation (PAM) alphabet [18], and it
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Figure 2: Frame format for user u and code i.

carries log2 MS information bits where MS is the number

of PAM levels, for example, with 2-PAM b(u,i)
k has alphabet

{−1, 1}. Tf is the symbol period (frame duration) as shown
in Figure 2. Cu denotes the set of code indices that are allo-
cated to user u. Thus, user u can adapt its rate by transmitting
|Cu| = size{Cu} information symbols per frame.

The signature code (Figure 2) comprises the weighted
repetition of L ≥ 1 narrow pulses (monocycles):

g(u,i)(t) =
L−1∑
m=0

c(u,i)
m gM(t −mT), (2)

where c(u,i)
m ∈ {−1, 1} are the codeword elements (chips), and

T is the chip period. The monocycle gM(t) can be appropri-
ately designed to shape the spectrum occupied by the trans-
mission system. In this paper we consider the second deriva-
tive of the Gaussian pulse (Figure 3(a)). An interesting prop-
erty is that its spectrum does not occupy the low frequencies
where we experience higher levels of man-made background
noise (Figure 3(b)). Further, the symbol energy is spread over
a wideband which makes the system robust to narrowband
interference and capable of exploiting the channel frequency
diversity. Since the attenuation in PL channels increases with
frequency, we limit the transmission bandwidth to about
50 MHz using a pulse with D = 126 nanoseconds. In typi-
cal system design, we choose the chip period T ≥ D and we
further insert a guard time Tg between frames to cope with
the channel time dispersion (Figure 2). The frame duration
has, therefore, duration Tf = LT + Tg .

2.1. User multiplexing

Users are multiplexed by assigning distinct codes to distinct
users. In our design, the codes are defined as follows:

c(u,i)
m = c(u)

1,mc
(i)
2,m, m = 0, . . . ,L− 1, i = 0, . . . ,L− 1, (3)

where {c(u)
1,m} is a binary (±1) pseudorandom sequence of

length L allocated to user u, while {c(i)
2,m} is the ith binary

(±1) Walsh Hadamard sequence of length L [18]. With this
choice, each node can use all L Walsh codes, which yields
a peak data rate per user equal to R = L/T f symb/s. It ap-
proaches log2 MS/T bit/s with long codes. While the signals
of a given user are orthogonal, the ones that belong to dis-

tinct transmitting nodes are not. The random code {c(u)
1,m} is

used to introduce code diversity and to randomize the effect
of the MAI.

2.2. Channel coding

We consider the use of bit-interleaved convolutional codes
(Figure 1) [18]. A block of information bits is coded, inter-
leaved, and then modulated. Interleaving spans a packet of
N frames that we refer to as superframe. This coding ap-
proach yields good performance also in the presence of im-
pulse noise as it will be shown in the following.

2.3. Received signal

The signals that are transmitted by distinct nodes (users)
propagate through distinct channels with impulse response
h(u)(t). At the receiver of the desired node, we deploy a band-
pass front-end filter with impulse response gFE(t) = gM(−t)
that is matched to the transmit monocycle and that sup-
presses out-of-band noise and interference. Then, the output
signal in the presence of NI other users (interferers) reads

y(t) =
∑
k

∑
i∈C0

b(0,i)
k g(0,i)

EQ

(
t − kT f

)
+ I(t) + η(t)

I(t) =
∑
k

NI∑
u=1

∑
i∈Cu

b(u,i)
k g(u,i)

EQ

(
t − kT f − Δu

)
,

(4)

where the equivalent impulse response for user u and sym-

bol i (equivalent signature code) is denoted as g(u,i)
EQ (t) =

g(u,i)∗h(u)∗gFE(t). It comprises the convolution of the signa-
ture code of indices (u, i) with the channel impulse response
of the corresponding user, and the front-end filter. The in-
dex u = 0 denotes the desired user. Δu denotes the time de-
lay of user u with respect to the desired user’s frame timing.
I(t) is the MAI term, while η(t) denotes the additive noise.
The users experience distinct channels that introduce identi-
cal maximum time dispersion.

2.4. Noise models

In this paper, we consider the presence of background col-
ored and impulse noise [9]. Several impulse noise models
have been proposed in the literature. For instance, the class
A-B Middleton and the two-term Gaussian models [20, 21]
have been used to characterize the probability density func-
tion (pdf) of the impulse noise. The temporal characteristics
of asynchronous (to the main cycle) impulse noise have been
modeled via Markov chains [9], or using a simple modifi-
cation of the two-term mixture model which assumes that
when a spike occurs, it lasts for a given amount of time [22].
In the receiver algorithms that we describe, differently from
other approaches, we do not use optimal metrics that are
based on the assumption of a stationary white noise pro-
cess with a given pdf, for example, [23, 24]. In our approach
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Figure 3: (a) Monocycle impulse response, gM(t) ∼ (1− π((t −D/2)/T0)2) exp(−π/2((t −D/2)/T0)2), where D ≈ 5.23T0 is the monocycle
duration. (b) Monocycle frequency response.

(see Section 3), the receiver adapts to the impulse noise oc-
currence and treats it as a nonstationary colored Gaussian
process. To do so, as it will be explained, we need to estimate
the impulse noise occurrence and its locally stationary corre-
lation.

2.5. Statistical channel model

The frequency-selective PL channel is often modelled accord-
ing to [8], that is, we synthesize the bandpass frequency re-
sponse with NP multipaths as

H+( f ) =
NP∑
p=1

gpe
− j(2πdp/v) f e−(α0+α1 f K )dp , 0 ≤ B1 ≤ f ≤ B2,

(5)

where |gp| ≤ 1 is the transmission/reflection factor for path
p, dp is the length of the path, v = c/

√
εr with c speed of light,

and εr , dielectric constant. The parameters α0, α1,K are cho-
sen to adapt the model to a specific network. To assess the
system performance, we may use this model once the refer-
ence parameters are chosen. Instead, we propose to evaluate
performance with a statistical model that allows to capture
the ensemble of PL grid topologies. It is obtained by consid-
ering the parameters in (5) as random variables. Then, we
generate channel realizations through realization of the ran-
dom parameters. We assume the reflectors (that generate the
paths) to be placed over a finite distance interval. We fix the
first reflector at distance d1 and we assume the other reflec-
tors to be located according to a Poisson arrival process with
intensity Λ[m−1]. The reflection factors gp are assumed to
be real, independent, and uniformly distributed in [−1, 1].
Finally, we appropriately choose α0, α1, K to a fixed value.
If we further assume K = 1, the real impulse response can
be obtained in closed form. This allows to easily generate a
realization for user u (corresponding to a realization of the

random parameters NP , gp,dp) as follows:

h(u)(t) = 2 Re

{ NP∑
p=1

(
gpe

−α0dp
α1dp + j2π

(
t − dp/v

)(
α1dp

)2
+ 4π2

(
t − dp/v

)2

× (e j2πB1(t−dp/v)−α1B1dp

− e j2πB2(t−dp/v)−α1B2dp
))}

.

(6)

We assume distinct users to experience independent chan-
nels, that is, the random parameters are independent for the
channels of distinct users, which is appropriate in indoor
PL channels due to the large number of path components.
The impulse responses are assumed to be constant for a
given amount of time and they change for a new (randomly
picked) topology.

3. DETECTION ALGORITHMS FOR THE IMPULSE-
MODULATED SYSTEM

In this section, we derive several detection algorithms that
operate in the frequency domain (FD). Their performance is
compared with the baseline correlation receiver as reported
in Section 6.

3.1. Baseline receiver

The baseline receiver for the impulse-modulated system is
the correlation receiver. Assuming binary data symbols, it
computes the correlation between the received signal y(t)

and the real equivalent impulse response g(0,i)
EQ (t). Thus, we

obtain the decision metric z(0,i)
DM (kT f )=∫R y(t)g(0,i)

EQ (t−kT f )dt
for the ith symbol that is transmitted by user 0 in the
kth frame. Then, a threshold decision is made, that is,
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b̂(0,i)
k = sign{z(0,i)

DM (kT f )}. This baseline correlation receiver
is optimal when the background noise is white Gaussian and
there is perfect orthogonality among the received signature
codes [2]. To implement the correlation receiver, we need
to estimate the channel. Time-domain channel estimation
[3, 13, 14] is complicated due to the large time dispersion of

the PL channel that implies that g(0,i)
EQ (t) is an involved func-

tion of the channel and the transmitted waveform. Further-
more, the correlation receiver suffers from the presence of
intercode interference (ICI) and multiple-access interference
(MAI) that is generated by the dispersive PL channel in the
presence of multiple users.

3.2. Maximum likelihood frequency-domain receiver

To improve the performance of the baseline receiver, we pro-
pose an FD signal processing approach. To derive the receiver
algorithms, we treat the noise as the sum of two Gaussian dis-
tributed processes. Similarly, the receiver treats the MAI as
Gaussian. Therefore, the overall impairment process is mod-
eled by the receiver as

z(t) = η(t) + I(t) = wT(t) + α(t)wIM(t) + I(t), (7)

where wT(t) is the thermal noise, wIM(t) is the impulse noise,
and I(t) is the MAI. The multiplicative process α(t) accounts
for the presence or absence of impulse noise. That is, at time
instant t, the random variable α(t) is a Bernoulli random
variable with parameter p and alphabet {0, 1}. We refer to it
as Bernoulli process. All processes are treated as independent
zero-mean Gaussian, not necessarily stationary, with corre-
lation, respectively, as

κT
(
τ1, τ2

) = E
[
wT
(
τ1
)
wT
(
τ2
)]

,

κIM
(
τ1, τ2

) = E
[
wIM

(
τ1
)
wIM

(
τ2
)]

,

κI
(
τ1, τ2

) = E
[
I
(
τ1
)
I
(
τ2
)]
.

(8)

Conditional on the Bernoulli process, the impairment is a
Gaussian process with correlation

κz|α
(
τ1, τ2 | α(t), t ∈ R)
= κW

(
τ1, τ2

)
+ α
(
τ1
)
α
(
τ2
)
κIM
(
τ1, τ2

)
+ κI

(
τ1, τ2

)
.
(9)

The Gaussian approximation for the MAI improves as the
number of interferers increases. The model used for the
overall noise contribution allows to capture both stationary
and nonstationary components of it. Further, it allows to de-
scribe impulse spikes of certain duration, power decay pro-
file, and colored spectral components.

To proceed, we assume discrete-time processing (Figure
1) such that the received signal is sampled with period Tc =
Tf /M, where M is the number of samples/frame, to obtain

y
(
nTc

) =∑
k

∑
i∈C0

b(0,i)
k g(0,i)

EQ

(
nTc − kT f

)
+ z
(
nTc

)
. (10)

If we acquire frame synchronization with the desired user
and we assume that the guard time is sufficiently long not
to have interframe interference, that is, interference among
the symbols of adjacent frames, we can write

yk
(
nTc

) = ∑
i∈C0

b(0,i)
k g(0,i)

EQ

(
nTc − kT f

)
,

+ zk
(
nTc

)
n = 0, . . . ,M − 1,

(11)

with yk(nTc)= y(kMTc+nTc), and zk(nTc)=z(kMTc+nTc),
k∈Z.

Under the colored Gaussian impairment model in (7),
and under the knowledge of both the channel and the
Bernoulli process α(t) (meaning that we assume to know
when the impulse noise occurs), the maximum likelihood
receiver searches for the sequence of transmitted symbols

b(0)={b(0,i)
k , k∈Z, i∈C0} (belonging to the desired user) that

maximizes the logarithm of the probability density function
of the received signal y = {. . . , y(0), y(Tc), . . . } conditional
on a given hypothetical transmitted symbol sequence, that
is, log p(y | b(0)), [18, 25]. It follows that we have to search
for the symbol sequence that minimizes the following log-
likelihood function1

Λ
(

b(0))
=

∞∑
l=−∞

∞∑
m=−∞

(
y
(
lTc
)−∑

k

∑
i∈C0

b(0,i)
k g(0,i)

EQ

(
lTc−kT f

))
× K−1(lTc,mTc

)
×
(
y
(
mTc

)−∑
k

∑
i∈C0

b(0,i)
k g(0,i)

EQ

(
mTc−kT f

))
,

(12)

where K−1(lTc,mTc) is the element of indices (l,m) of the
matrix K−1, that is, the inverse of the correlation matrix of
the impairment vector z = [. . . , z(0), z(Tc), . . . ],

K = E
[

zzT
]
. (13)

The elements of K are obtained by sampling (9) in the ap-
propriate time instants, that is,

K(lTc,mTc) = κz|α(lTc,mTc | α(t), t ∈ R). (14)

As an example, if we suppose the absence of MAI, the diag-
onal elements of K represent the power of the thermal plus
impulse noise, and they are typically large in the presence of
impulse noise.

The likelihood (12) can be written as the scalar product
Λ(b(0)) = e†K−1e = 〈e, K−1e〉 if we define the vector e =
[. . . , e(0), e(Tc), . . . ]T , with e(lTc) = y(lTc)−

∑
k

∑
i∈C0

b(0,i)
k ×

g(0,i)
EQ (lTc − kT f ). Since the scalar product is irrelevant to

an orthonormal transform (Parseval theorem), we have that

1 (·)T denotes the transpose operator. (·)† denotes the conjugate and
transpose operator.
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Λ(b(0)) = 〈F̃e, F̃K−1e〉 with F̃ being the block diagonal or-
thonormal matrix that has blocks all identical to the M-point
discrete Fourier transform (DFT) matrix F. If we assume
the guard time to be sufficiently long such that g(0,i)

EQ (nTc)

has support in [0,MTc), the vector E = F̃e can be par-
titioned into nonoverlapping blocks equal to Ek = Yk −∑

i∈C0
b(0,i)
k G(0,i)

EQ , where

Yk =
[
Yk
(
f0
)
, . . . ,Yk

(
fM−1

)]T = DFT
{

yk
}

,

G(0,i)
EQ =

[
G(0,i)

EQ

(
f0
)
, . . . ,G(0,i)

EQ

(
fM−1

)]T = DFT
{

g(0,i)
EQ

} (15)

are the M-element vectors that are obtained by computing
the M-point DFT at frequency fn = n/(MTc), n = 0, . . . ,M−
1, of the kth vector of samples yk = [yk(0), . . . , yk((M −
1)Tc)]T , and of the ith equivalent signature code g(0,i)

EQ =
[g(0,i)

EQ (0), . . . , g(0,i)
EQ ((M − 1)Tc)]T .

It follows that

Λ
(

b(0)) = 〈E, F̃K−1F̃†E
〉 = 〈E, R−1E

〉
, (16)

where we have used the identity F̃−1 = F̃†, and

F̃KF̃† = E
[

F̃zzT F̃†
] = E

[
ZZ†

] = R. (17)

Therefore, from (16), if we denote with R−1
k,m the M ×M

block of indices (k,m) of R−1, the FD maximum likelihood
receiver searches for the sequence of data symbols b(0) (be-
longing to the desired user) that minimizes the log-likelihood
function

Λ
(

b(0)) = ∞∑
k=−∞

∞∑
m=−∞

[
Yk −

∑
i∈C0

b(0,i)
k G(0,i)

EQ

]†

× R−1
k,m

[
Ym −

∑
n∈C0

b(0,n)
m G(0,n)

EQ

]
.

(18)

Remarks 1. To compute the metric (18), we need to compute
the DFT of each received frame (efficiently, via fast Fourier
transform, FFT), and to estimate the channel frequency re-
sponse, the impulse noise occurrence, and the correlation
matrix of the impairment. This is treated in Section 5.

In (18), detection is jointly performed for the desired
user’s symbols, while all signals belonging to the other nodes
are treated as interference whose FD correlation is included
in the matrix R together with the correlation of the noise.

The metric can be easily extended to include a time-
variant channel. The case, for instance, of a fast time-variant
channel that is static only for a duration of frame can be cap-

tured in the metric (18) by changing G(0,i)
EQ into G(0,i)

EQ,k, that is,
the frequency response of the channel for the kth frame.

The metric (18) provides a soft metric for the Viterbi
channel decoder when convolutional codes are used. In the
presence of impulse, noise some terms of (18) have negli-
gible weight which corresponds to neglecting (puncturing)
some of the trellis sections.

The DFT of the kth frame can be written as Yk =∑
i∈C0

b(0,i)
k G(0,i)

EQ + Zk. The impairment multivariate process
Zk = [Zk( f0), . . . ,Zk( fM−1)]T has time-frequency correlation

matrix equal to

Rk,m = E
[

ZkZ†m
] = FKk,mF†, (19)

where Kk,m is the M × M matrix with entries κz|α((kM +
n)Tc, (mM+l)Tc) for n, l = 0, . . . ,M−1, and F is the M-point
DFT orthonormal matrix. In (18), R−1

k,m denotes the M ×M
block of indices (k,m) of R−1, where R−1 is the inverse of the
matrix R whose M ×M block of indices (k,m) is Rk,m. If R
is block diagonal, for example, when we neglect the impair-
ment correlation across frames, R−1

k,k is equal to the inverse of
the kth block, that is, equal to (Rk,k)−1. As an example, if we
consider independent noise samples, when the impulse noise
hits a frame, Rk,k has diagonal elements that go to infinity.
Then, (Rk,k)−1 has diagonal elements that go to zero. Conse-
quently, the corresponding additive terms in the metric (18)
have zero weight.

4. SIMPLIFIED FD DETECTION ALGORITHMS

4.1. Simplified FD joint detector

To simplify the algorithm complexity, we neglect the tempo-
ral correlation of the impairment (MAI + noise) vector Zk,
that is, we assume Rk,m = 0 for k �= m, and we denote Rk,k

with Rk = E[ZkZ†k ]. Then, by dropping the terms that do not

depend on the information symbols b(0)
k = {b(0,i)

k , i ∈ C0}
that are transmitted in the kth frame by the desired user, the
log-likelihood function simplifies to

Λ
(

b(0)
k

)
∼ −Re

{∑
i∈C0

b(0,i)
k G(0,i)

EQ

†
R−1
k

[
Yk− 1

2

∑
n∈C0

b(0,n)
k G(0,n)

EQ

]}
.

(20)

We then make a decision on the transmitted symbols of
frame k and user u = 0, as follows:

b̂(0)
k = arg minb(0)

k

{
Λ
(

b(0)
k

)}
. (21)

Therefore, according to (20) and (21), the FD receiver oper-
ates on a frame-by-frame basis and it exploits the frequency
correlation of the impairment. We assume the correlation
matrix to be full rank, otherwise pseudoinverse techniques
can be used. Further, note that detection is jointly performed
for all symbols that are simultaneously transmitted in a frame
by the desired node. To obtain (20), we need to estimate

G(0,i)
EQ . The attractive feature with this approach is that the

matched filter frequency response at a given frequency de-
pends only on the channel response at that frequency. This
greatly simplifies the channel estimation task. By exploiting

the Hermitian symmetry of G(0,i)
EQ , the estimation can be car-

ried out only over M/2 frequency bins. A further simplifica-
tion is obtained by observing that the Fourier transform of
the equivalent channel of the desired user has significant en-
ergy only over a small fraction of the frequency bins, and only
here channel estimation can be performed. Consequently, we
can reduce the rank of the correlation matrix and combine
only these frequency bins in the metric (20).
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4.2. Iterative FD joint detector

The complexity of the simplified FD joint detector is still high
because it increases exponentially with the number of sym-
bols that are simultaneously transmitted by the desired user
in a frame (equal to the number of assigned spreading codes).
A possible way to simplify complexity is to search for the
maximum of the metric in an iterative fashion. That is, we
first detect symbol b̂(0,0)

k by setting to zero all other symbols in

Λ(b(0)
k ). Then, we detect symbol b̂(0,1)

k by setting b(0,0)
k = b̂(0,0)

k

in Λ(b(0)
k ). We detect new symbols using past decisions. Once

all symbols are detected, we can rerun an iterative detection
pass. This algorithm is similar in spirit to interference cancel-
lation in CDMA systems [26] but it operates in the frequency
domain.

4.3. FD full decorrelator

Another possibility is to perform detection of the symbols
that belong to the desired node in a symbol-by-symbol fash-
ion. That is, when we detect one symbol, we treat as inter-
ference both the signals of other users and the signals of the
desired user that are associated to the other codes. Thus, the
decision metric for the ith symbol of user 0 and frame k, can
be derived similarly to (18) and (20), and it corresponds to

Λ
(
b(0,i)
k

)
∼ −Re

{
b(0,i)
k G(0,i)

EQ

†(
R(0,i)
k

)−1
[

Yk − 1
2
b(0,i)
k G(0,i)

EQ

]}
,

(22)

where R(0,i)
k is the correlation matrix of the impairment

(MAI + ICI + noise + other codes) that is seen by the sym-
bol associated to the ith signature code of frame k:

R(0,i)
k = E

[
E(0,i)
k E(0,i)

k

†]
, E(0,i)

k = Zk +
∑
c∈C0
c �=i

b(0,c)
k G(0,c)

EQ . (23)

This algorithm requires a matrix inversion for each code.
When all codes are assigned, its complexity is lower than the
FD joint detector when the channel and interference remain
static for a long time, such that the inverse matrices can be
computed once. A way to reduce further its complexity is to
use a rank reduction approach, that is, we process only the
frequency bins that exhibit sufficiently high energy. Finally,
this algorithm becomes identical to the joint detector algo-
rithm if the desired user deploys a single code.

5. PRACTICAL IMPLEMENTATION ALGORITHMS

The practical implementation of the above algorithms re-
quires to estimate the frequency response of the desired user
channel and the impairment correlation matrix. In this paper
we propose to use a pilot channel (a Walsh code) as shown in
Figure 4. We assume, instead, perfect frame synchronization
with the desired user whose practical implementation is dis-
cussed in [27].

Assuming packet transmission of duration N frames,
(super-frame), the pilot channel spans N frames, that is, it

Frame

C
od

e

0 1 · · · L − 1 · · · N − 1

0
··
· L

−
1

Pilot
Pilot

· · ·
Pilot

Pilot

· · ·
Pilot

Pilot

Super-frame

Figure 4: Super-frame format with pilot channel.

corresponds to a training sequence of length N symbols that
we assume to have {−1, 1} alphabet.

In order to better sound the channel, we propose to
change the assigned Walsh code (pilot code) at each new
frame (Figure 4). If we assume full-rate transmission, that is,
a user is allocated to all L− 1 Walsh codes, channel sounding
is done in a cyclic manner as follows. The pilot channel uses
the Walsh code 0 in the first frame of the super-frame, while
the remaining L − 1 codes are used for data transmission.
Then, it uses code 1 in the second frame, and so on in a cyclic
manner as Figure 4 shows. Distinct users deploy distinct pilot
codes.

To improve the performance of the estimators, we con-
sider the use of an iterative approach where we first take into
account only the knowledge of the pilot symbols. Then, after
detection/channel decoding, we rerun an estimation pass by
exploiting the knowledge of all detected symbols.

We assume the user channel and the MAI vector to be
stationary over the transmission of a super-frame. This holds
true, for instance, assuming users with identical frame dura-
tion and spreading code length. However, we point out that
during the detection stage the algorithms that we describe al-
low to perform adaptation to channel and MAI variations in
a data decision-directed mode.

While the background noise is stationary, the impulse
noise is in general not stationary such that the estimation
of its correlation is not feasible. To solve this problem, we
assume that conditional on its occurrence, the overall noise
is locally stationary. This means that the correlation of the
impulse noise can be estimated by averaging over the time
windows where it is present. Clearly, the first thing to do is to
locate the impulse noise.

5.1. Locating the impulse noise

To simplify the task, the estimation of the impulse noise oc-
currence is done on a frame-by-frame basis by making a
comparison between the average received signal energy com-
puted over a super-frame ESF =

∑N−1
k=0 Y†kYk/N/M, and the

energy computed over a frame EF(k) = Y†kYk/M.
To simplify further the algorithms, in the Viterbi de-

coding stage, we disregard the frames of index k for which
EF(k)/ESF > Eth for a given threshold Eth. This corresponds
to puncturing the trellis sections that are associated with bits
that are hit by impulse noise. This is because in correspon-
dence to a noise spike the coded bit statistics are quite unre-
liable and it is better not to use them.
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Finally, the adaptive estimations of the channel and the
MAI-plus-background-noise correlation matrix are done ne-
glecting the frames that are hit by impulse noise.

5.2. FD channel estimation

We implement FD channel estimation independently over
the DFT output subchannels (frequency bins) using a
one-tap recursive least-square (RLS) algorithm [18]. We
approximate the equivalent channel frequency response for
the ith code of the desired user (user 0) as follows:

Ĝ(0,i)
EQ

(
fn
)

≈W (0,i)( fn)Ĥ( fn), i=0, . . . ,L−1, n = 0, . . . , M− 1,
(24)

where W (0,i)( fn) denotes the M-point DFT (at frequency fn)
of the pilot signature code that comprises the front-end filter.
The channel estimate Ĥ( fn) is obtained via a one-tap RLS al-
gorithm that uses the following error signal for the kth frame:

ek
(
fn
) = Yk

(
fn
)− Ĥk−1

(
fn
)
W (0, mod (k,L))( fn)bTR,k, (25)

where bTR,k, k = 0, . . . ,N − 1, is the known training sym-
bol that is transmitted in the kth frame by the desired user,
Ĥk( fn) is the channel estimate for the kth iteration, and
mod(·, ·) denotes the remainder of the integer division (re-
call that the Walsh code that is associated to the pilot channel
is cyclically updated frame after frame).

5.3. FD estimation of the MAI-plus-noise
correlation matrix

Once we have obtained an estimate of the equivalent signa-

ture code frequency response Ĝ(0,i)
EQ , the MAI-plus-noise cor-

relation matrix that is required in algorithm (20) can be es-
timated via time-averaging the error vector that is defined as

Êk = Yk − bTR,kĜ(0, mod (k,L))
EQ :

R̂ = 1
N

N−1∑
k=0

ÊkÊ†k . (26)

To introduce a tradeoff between the effects of noise and the
effects of the MAI, we can perform diagonal loading of the
estimated correlation matrix which also assures that the cor-
relation matrix is full rank.

5.4. FD estimation of the ICI correlation matrix

Under the assumption of independent zero-mean symbols,
and MAI uncorrelated from the desired user signal, the cor-
relation of the interference that is seen by the ith signature
code of the desired user can be written as

R̂(0,i) = R̂ + R̂(0,i)
ICI ; (27)

that is, as the sum of the correlation matrix of the MAI-plus-
noise and the correlation matrix of the ICI experienced by

the ith code of the desired user. After channel estimation, we
can obtain an estimate of the ICI correlation matrix (assum-
ing unit power data symbols) as follows:

R̂(0,i)
ICI =

∑
c∈C0, c �=i

Ĝ(0,c)
EQ Ĝ(0,c)†

EQ . (28)

5.5. Data-aided iterative estimation with
feedback from the channel decoder

The estimators can be improved by using a data decision-
aided approach. That is, we can iteratively refine the estima-
tion as data decisions are made. This turns out to be effec-
tive when the desired user transmits at high rate, and con-
sequently the ICI is high. At the first pass, we estimate the
channel and the correlation matrix assuming knowledge of
only the pilot symbols. Then, in a second pass, we rerun es-
timation of the channel and the correlation matrix using the
data decisions made at the first pass. In particular, if we as-
sume to have detected all symbols in a super-frame of length
N frames, we can rerun RLS channel estimation using the
following error signal:

ek
(
fn
) = Yk

(
fn
)− Ĥk−1

(
fn
) ∑
c∈C0

W (0,c)( fn)b̂(0,c)
k , (29)

where {b̂(0,c)
k , c ∈ C0} are all detected symbols plus the pi-

lot symbol that is transmitted in the kth frame by the desired
user. To re-estimate the correlation matrix of the MAI-plus-
noise, we can implement (26) using the following error vec-
tor:

Êk = Yk −
∑
c∈C0

b̂(0,c)
k Ĝ(0,c)

EQ , (30)

where Ĝ(0,c)
EQ are the new channel estimates. Similarly, we can

re-estimate the correlation matrix of the ICI-plus-noise ac-
cording to (28) using, however, the new channel estimates.

The data decisions that are used in the above algorithms
can be provided by the detector, or by the channel decoder.
In the latter case, we just need to use a standard soft-input
hard-output Viterbi decoder followed by re-encoding and in-
terleaving, as Figure 1 shows. Further, to minimize the corre-
lation with previous estimates, we can partition the super-
frame into two parts so that we can obtain two estimates for
the channel and the correlation matrix. The former estimates
that are used for data detection in the first half of the super-
frame are obtained running training with data decisions be-
longing to the second half of the super-frame, and vice versa.

6. PERFORMANCE RESULTS

6.1. System parameters

The performance of the system is assessed via simulations.
We assume a frame duration Tf = 4.096 microseconds and
a monocycle of duration D ≈ 126 nanoseconds (Figure 3).
The−20 dB bandwidth is equal to about 30 MHz. This choice
has been made via experimental trials [4]. The guard time is
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Figure 5: Examples of statistical channel realization (a) and equivalent impulse response (b).

Tg = 2.048 microseconds. The monocycle (at the transmitter
and receiver front-end) and the channel are simulated with a
sampling period of 2 nanoseconds (63 samples per mono-
cycle). Then, the front-end filter output signal is downsam-
pled to obtain a period Tc=16 nanoseconds. Thus, we col-
lect M = 256 samples per frame and we use an FFT of size
256. The spreading codes have length L = 16 with a chip
period T = 128 nanoseconds. The codes are obtained by
the chip-by-chip product of the 16 Walsh-Hadamard codes
and a random code for each user to be multiplexed. One
code is reserved for training. We consider binary data sym-
bols. Furthermore, a bit-interleaved convolutional code of
rate 1/2 and memory 4 is used. The transmission rate can
be adjusted according to the number of signature codes that
are allocated to each user. The super-frame spans N = 540
frames (2.21 milliseconds). Consequently, the coded packet
has length from a minimum of 540 bits with single code, to
a maximum of 8100 coded bits with fulls-rate transmission
(15 codes). A block interleaver that spans 540 frames is used.
With these parameters, the uncoded transmission rate ranges
from 244 kbit/s to 3.66 Mbit/s, while the net rate with coding
is half of that. Clearly, it can be increased with higher level
PAM or longer spreading codes, but we have made this choice
to keep the simulation runtime within tolerable values.

6.2. Channel parameters

Starting from the channel model in Section 2.3, we set B1=0
and B2 = 55 MHz. Having in mind an indoor environment
where the number of paths is typically high, we fix for the
underlying Poisson process an intensity Λ = 1/15 m−1, that
is, one reflector every 15 m in average. The first one is set
at distance 30 m with g1 = 1, while the maximum path dis-
tance is 300 m. Finally, we choose K = 1, α0 = 10−5 m−1,
α1 = 10−9 s/m. In Figure 5(a), we plot an example of channel

realization while in Figure 5(b) we plot the equivalent chan-
nel response gEQ(t) = gM ∗ h(u) ∗ gFE(t). The equivalent re-
sponse is significantly compressed because the monocycle fil-
ters out the low-frequency components that are responsible
for longer channel delays according to model (5). The chan-
nel is assumed to be static for the duration of a super-frame
equal to 2.21 milliseconds, and then it randomly changes. In
the simulations we truncate the channel impulse responses to
4 microseconds. However, we use a guard time of only 2.048
microseconds. The performance degradation that is due to
the interframe interference that is generated by the tail of the
channel is negligible.

6.3. Full-rate single-user performance

In Figure 6, we report the bit-error-rate (BER) performance
before channel decoding averaged over at least 1500 PL grid
topologies (channel realizations) as a function of Eb/N0, that
is, the energy per bit at the front-end output, over the noise
spectral density. The additive background noise is white
Gaussian. We point out that we normalize the channel such
that the received bit energy is constant for all channel real-
izations. This choice removes the fading effect which is ap-
propriate in the PL context differently, for instance, from the
mobile wireless context [18]. A single full-rate user that de-
ploys all available 16 Walsh codes is present.

In Figure 6(a), the performance with ideal channel
knowledge is shown for the baseline correlation receiver
(CORR RX), the FD-matched filter detector that takes into
account only the colored noise (FD MF), the FD detector
with single-code transmission (single code), the FD joint it-
erative detector (FD JD-IT) with up to 3 iterations, and fi-
nally the FD full decorrelator (FD F-DEC). All receivers sig-
nificantly improve performance compared to the baseline
correlation receiver. Since the front-end filter (matched to
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Figure 6: Average BER with one full-rate user without channel coding in AWGN.

the monocycle) colors the noise, the FD MF detector that
takes it into account improves performance compared to the
correlation receiver. However, the severely dispersive channel
introduces intercode interference, thus an error floor is vis-
ible. If we use the FD full decorrelator, we get a significant
performance gain. Here, to simplify complexity, we actu-
ally combine only the frequency bins that have energy above
1% of the maximum. Near ideal performance (single-code
performance bound) is achieved with the FD iterative detec-
tor with only 3 iterations for Eb/No below 9 dB.

Figure 6(b) shows that with practical channel estimation
(with the method in Section 5.2), the BER performance is
within 1.5 dB from the ideal curves.

In Figure 7(a), we report BER at the output of the soft-
input Viterbi decoder assuming ideal channel estimation,
while in Figure 7(b) we assume practical channel estima-
tion. With channel coding, the performance is improved. The
curves with practical channel estimation are very close to the
ideal curves. Here, curves labeled with EST.IT = 2 assume
two channel estimation passes using hard feedback from the
decoder (as explained in Section 5.5). With 3 iterative detec-

tion passes, we are within 0.5 dB from the single-code bound
that corresponds to single code transmission and ideal chan-
nel estimation. The simplified F-DEC is within 0.5 dB from
the iterative detector.

In Figure 8(a), we assume the presence of impulse noise
and ideal channel estimation, while in Figure 8(b) we assume
practical channel estimation. We report the BER both with
channel coding (Cod) and without it (Uncod). In the simula-
tion the impulse noise is generated according to the two-term
Gaussian model [21, 22] whose probability density function
can be defined as pη(a) = (1−ε)N(0, σ2

1 )+εN(0, σ2
2 ). The first

term gives the zero-mean Gaussian background noise with
variance σ2

1 . The second term represents the impulse compo-
nent and it has variance σ2

2 = 100σ2
1 . The occurrence proba-

bility is ε = 0.01. To stress the system performance, when an
impulse occurs, we assume the Gaussian process with vari-
ance σ2

2 to last for a period of time equal to 4 frames [22].
The spectrum of this noise can be shaped to increase its low-
frequency components to reflect measured scenarios. How-
ever, if we do not do so, we get the worst-case scenario espe-
cially in our system where the transmission spectrum does
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Figure 7: Average BER with one full-rate user and with channel coding in AWGN.

not occupy the low frequencies. The position of the noise
spikes within a super-frame is estimated. The results show
that a performance degradation is introduced compared to
the AWGN case. However, if we use the proposed modified
Viterbi algorithm (curves labeled with Erasure), the perfor-
mance comes close to that of the single code in AWGN. As
Figure 8(b) shows a second channel estimation pass with
feedback from the decoder yields near-ideal performance.

6.4. Multiuser performance with full-rate users

Users multiplexing can be done by partitioning the L Walsh
codes among the users. To stress the system, we have as-
sumed all users to be at full rate, that is, they deploy all
16 Walsh-Hadamard codes. As explained in Section 2.1, a
random code is also used on top of the Walsh codes. In
Figure 9(a), we assume the presence of one interferer with
ideal channel/correlation estimation while in Figure 9(b) we
assume the presence of three interferers with practical es-
timation. The overall interferers power equals the desired

user power. The channels are independently drawn accord-
ing to the statistical model, however, they are assumed to
be static for the whole duration of a super-frame. The ad-
ditive background noise is white Gaussian. Users are asyn-
chronous with a random starting phase. Figure 9 shows that
although there is some performance penalty compared to
single-code single-user case due to the MAI, the FD detec-
tion algorithms allow to keep such a penalty small. This
can be explained by the fact that the random codes and
the multiple-access channel diversity introduce some de-
grees of freedom that can be exploited in the frequency do-
main by the interference cancellation algorithms. The itera-
tive detector with 3 iterations performs better than the sim-
plified full decorrelator for Eb/No smaller than 9 dB. Then,
an error floor appears, though it may be reduced with fur-
ther iterations. The simple bit-interleaved memory-4 convo-
lutional code allows to significantly improve the BER perfor-
mance.

With practical estimation (Figure 9(b)) of the channel,
the BER performance exhibits an error floor at the first
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Figure 8: Average BER with one full-rate user and with impulse noise.

estimation pass (curves labeled with EST.IT = 1). Here, we
assume to first run detection and channel decoding without
performing MAI cancellation. For the JD-IT scheme, we run
3 iterations. Then, for the curves labeled with EST.IT = 2
we rerun a second channel estimation pass followed by prac-
tical estimation of the MAI correlation matrix using hard
feedback from the convolutional decoder. Now, the practi-
cal curves are within about 1 dB from the curves with ideal
channel/correlation estimation.

7. CONCLUSIONS

In this paper, we have investigated the application of wide-
band impulse modulation combined with CDMA for PL
communications. This modulation approach requires a sim-
ple baseband time-domain implementation of the transmit-
ter and the receiver. A key aspect is that the energy of each
information symbol is spread over a wideband (yielding a
low-spectral density signal) contrary to narrowband or mul-
ticarrier architectures that can be seen as a bank of narrow-
band systems. This allows to exploit the channel frequency
diversity and to be robust to narrowband interference. Fur-

ther, time diversity is exploited via the CDMA signature code
together with the bit-interleaved convolutional code. This
yields robustness to impulse noise.

Improved performance, relatively to the baseline corre-
lation receiver, can be obtained with a maximum likelihood
FD joint detector. This receiver adapts to channel time vari-
ations and to asynchronous impulse noise, and mitigates the
detrimental effect of the ICI and MAI that are generated by
the time-dispersive channel and that are significant in full-
rate transmission. With certain simplifications we have de-
rived a simplified FD joint detector, an FD iterative detector,
and an FD interference decorrelator. They all include the ca-
pability of rejecting the ICI/MAI but have different levels of
performance and implementation complexity. In particular,
the FD full decorrelator receiver has the lowest complexity es-
pecially when we process a subset of the available frequency
bins.

Algorithms for the FD estimation of the channel and of
the correlation of the interference have also been described.
Channel estimation can be performed independently over
the frequency bins with one-tap RLS adaptive filters. To im-
prove the performance of the estimators we have used a data



Andrea M. Tonello 13

0 3 6 9 12

Eb/N0 (dB)

10−5

10−4

10−3

10−2

10−1

100

B
E

R

Uncoded FD JD-IT = 1
Uncod FD JD-IT = 3
Uncod FD F-DEC
Cod FD JD-IT = 3
Cod FD F-DEC
Cod single-user\code bound

(a) 1 Interferer-ideal channel/correlation estimate

0 3 6 9 12

Eb/N0 (dB)

10−5

10−4

10−3

10−2

10−1

100

B
E

R

Coded FD JD-IT = 3 EST.IT = 1
Cod FD F-DEC EST.IT = 1
Cod FD JD-IT = 3 EST.IT = 2
Cod FD F-DEC EST.IT = 2
Cod single-user\code bound

(b) 3 Interferers-practical channel/correlation es-
timate

Figure 9: Average BER with (a) one and three full-rate interferers (b) (worst-case scenario). (a) Ideal channel/correlation estimation. (b)
Practical estimation of the channel/correlation.

aided approach with hard feedback from the Viterbi decoder.
Few iterations have proved to be effective.
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The IEEE Workshop on Statistical Signal Processing is a unique meeting that brings 
members of the IEEE Signal Processing Society together with researchers from allied fields 
such as bioinformatics, communication, and statistics. The scope of the workshop includes 
basic theory, methods and algorithms, and applications in the following areas: 
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cities of elegance arises from its remarkable civic centre, regarded as being world-ranking. 
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district and Cardiff Castle. It is also a short distance from Cardiff Bay, a major regeneration 
area. The workshop will contain a number of special sessions organised by internationally 
recognised experts. The programme will also include presentations of new results in lecture 
and poster sessions, together with plenary sessions delivered by eminent scientists. 
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Association for Signal, Speech and Image Processing). 
 
TOPICS 
 

• Image and Video Processing 
• Multimedia Communications 
• Speech and Audio Processing 
• Wireless Commununications 
• Telecommunications 
• Antennas and Propagation 

• Navigation Systems 
• Ship Electronic Systems 
• Power Electronics and Automation 
• Naval Architecture 
• Sea Ecology 
• Special Session Proposals - A special session consist of 5-6 papers 

which should present a unifying theme from a diversity of viewpoints 
 
KEYNOTE TALKS 
 

• Prof. Gregor Rozinaj, Slovak University of Technology, Bratislava, SLOVAKIA: 
− Title to be announced soon. 

 
• Other keynote speakers to be announced soon. 
 

 
SUBMISSION 
 

"Author's Kit" is available here: www.elmar-zadar.org  IMPORTANT: Web-based (online) submission of papers 
in PDF format is required for all authors. No e-mail, fax, or postal submissions will be accepted. Authors should 
prepare their papers according to ELMAR-2009 paper sample, convert them to PDF (based on IEEE requirements), 
and submit papers using web-based submission system by March 16, 2009. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

For further information please visit: 
www.elmar-zadar.org 

 

 
 

SCHEDULE OF IMPORTANT DATES 
 
Deadline for submission of full papers March 16, 2009 
 

Notification of acceptance mailed out by May 11, 2009 
 

Deadline for submission of camera-ready papers May 21, 2009 
 

Preliminary program available on the web-site by June 11, 2009 
 

Registration deadline June 18, 2009 

REGION 8 CROATIA SECTION 



 
 

 

 

      

 

 
 

 
The Third International Workshop on 

Computational Advances in Multi-Sensor Adaptive Processing 
 

December 13-16 2009, Radisson Aruba Resort, Casino & Spa, Aruba,  
Dutch Antilles 

 Call for Papers General Co-Chairs 
Yonina Eldar, Technion, Israel 
yonina@ee.technion.ac.il Following the success of the first two editions of the IEEE 

workshop on Computational Advances in Multi-Channel 
Sensor Array Processing, we are pleased to announce the third 
workshop in this series, sponsored by the Sensor Array and 
Multi-channel signal processing Technical Committee of the 
IEEE Signal Processing Society. 

Daniel Palomar, HKUST, Hong-Kong 
palomar@ust.hk 
 
Technical Program Co-Chairs 
Arie Yeredor, Tel-Aviv Univ., Israel 
arie@eng.tau.ac.il 

 Petar Djuric, Stony Brook, USA 
CAMSAP 2009 will be held at the Radisson Aruba Resort, 
Casino & Spa in the Aruba Island, and will feature a number 
of plenary talks from the world’s leading researchers in the 
area, special focus sessions, and contributed papers. All papers 
will undergo peer review in order to provide feedback to the 
authors and ensure a high-quality program. 

djuric@ece.sunysb.edu 
 
Publications/Publicity Chair 
Maria Sabrina Greco, U. of Pisa, Italy 
 
Local arrangement Co-Chairs 
Robert Heath, U. of Texas at Austin, USA 
Angel Lozano, U. Pompeu Fabra, Spain 
 

Topics of interest Finance Chair  
 Xiaoli Ma, Georgia Tech, GA, USA 
• Convex optimization algorithms  • Relaxation methods Technical Program Committee • Computational linear algebra 

Yuri Abramovich (DSTO, Australia)  • Computer-intensive methods in statistical SP 
   (bootstrap, MCM, EM, particle filtering) Chong-Yung Chi (NTHU, Taiwan)  

Tim Davidson (McMaster, Canada)  • Distributed computing, estimation, and detection  
   algorithms Alex Gershman (TU Darmstadt, DE)  
• Sampling methods Fulvio Gini (U. of Pisa, Italy)  
• Emerging techniques Simon Godsill (Cambridge, UK)  
 Remi Gribonval (INRIA, France) 
with applications in Jian Li (U. of Florida, Gainesville, USA)  
 Tom Luo (U. of Minnesota, USA)  
• Array processing: beamforming, space-time  
   processing 

Anna Scaglione (UC Davis, USA)  
Dan Schonfeld (U. of Illinois, USA)  • Communication systems Yuriy Shkvarko (CINSESTAV, Mexico)  • Sensor networks 
Nikos Sidiropoulos (TU Crete, Greece)  • Biomedical SP 
Ananthram Swami (ARL, USA)  • Computational imaging 
Jean-Yves Tourneret (U. of Toulouse, FR)  • Emerging applications 
Mats Viberg (Chalmers, Sweden)  
Sergiy Vorobyov (U. of Alberta, Canada)  
Zhengyuan (Daniel) Xu (UCR, USA)  

Important Dates Abdelhak Zoubir (TU Darmstadt, DE) 
 

 Special session proposals (e-mail TPC chairs): March 20, 2009 
 Full four-page paper submission: June 19, 2009 For more information visit the website at: 

Notification of acceptance: September 4, 2009  
Final camera-ready papers: October 5, 2009 www.conference.iet.unipi.it/camsap09/ 
Early registration (at least one author per paper): November 2, 2009 



EURASIP JOURNAL ON AUDIO, SPEECH, AND MUSIC PROCESSING

Special Issue on

Atypical Speech

CALL FOR PAPERS

Research in speech processing (e.g., speech coding, speech enhancement, speech recogni-
tion, speaker recognition, etc.) tends to concentrate on speech samples collected from nor-
mal adult talkers. Focusing only on these “typical speakers” limits the practical applications
of automatic speech processing significantly. For instance, a spoken dialogue system should
be able to understand any user, even if he or she is under stress or belongs to the elderly pop-
ulation. While there is some research effort in language and gender issues, there remains a
critical need for exploring issues related to “atypical speech”. We broadly define atypical
speech as speech from speakers with disabilities, children’s speech, speech from the elderly,
speech with emotional content, speech in a musical context, and speech recorded through
unique, nontraditional transducers. The focus of the issue is on voice quality issues rather
than unusual talking styles.

In this call for papers, we aim to concentrate on issues related to processing of atypical
speech, issues that are commonly ignored by the mainstream speech processing research. In
particular, we solicit original, previously unpublished research on:

• Identification of vocal effort, stress, and emotion in speech
• Identification and classification of speech and voice disorders
• Effects of ill health on speech
• Enhancement of disordered speech
• Processing of children’s speech
• Processing of speech from elderly speakers
• Song and singer identification
• Whispered, screamed, and masked speech
• Novel transduction mechanisms for speech processing
• Computer-based diagnostic and training systems for speech dysfunctions
• Practical applications

Authors should follow the EURASIP Journal on Audio, Speech, and Music Processing
manuscript format described at the journal site http://www.hindawi.com/journals/asmp/.
Prospective authors should submit an electronic copy of their complete manuscript through
the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the fol-
lowing timetable:



Manuscript Due April 1, 2009

First Round of Reviews July 1, 2009

Publication Date October 1, 2009

Guest Editors:

Georg Stemmer, Siemens AG, Corporate Technology, 80333 Munich, Germany;
georg.stemmer@siemens.com

Elmar Nöth, Department of Pattern Recognition, Friedrich-Alexander University of
Erlangen-Nuremberg, 91058 Erlangen, Germany; noeth@informatik.uni-erlangen.de

Vijay Parsa, National Centre for Audiology, The University of Western Ontario, London,
ON, Canada N6G 1H1; parsa@nca.uwo.ca

http://www.hindawi.com



EURASIP JOURNAL ON AUDIO, SPEECH, AND MUSIC PROCESSING

Special Issue on

Advances in Quality and Performance Assessment
for Future Wireless Communication Services

CALL FOR PAPERS

Wireless communication services are evolving rapidly in tandem with developments and
vast growth of heterogeneous wireless access and network infrastructures and their poten-
tial. Many new, next-generation, and advanced future services are being conceived. New
ideas and innovation in performance and QoS, and their assessment, are vital to the suc-
cess of these developments. These should be open and transparent, with not only network-
provider-driven but also service-provider-driven and especially user-driven, options on
management and control to facilitate always best connected and served (ABC&S), in what-
ever way this is perceived by the different stake holders. To wireless communication services
suppliers and users, alike the complexity and integrability of the immense, diverse, het-
erogeneous wireless networks’ infrastructure should add real benefits and always appear
as an attractive user-friendly wireless services enabler, as a wireless services performance
enhancer and as a stimulant to wireless services innovation. Effecting the integration of ser-
vices over a converged IP platform supported by this diverse and heterogeneous wireless
infrastructure presents immense QoS and traffic engineering challenges. Within this con-
text, a special issue is planned to address questions, advances, and innovations in quality
and performance assessment in heterogeneous wireless service delivery.

Topics of interest include, but are not limited to:

• Performance evaluation and traffic modelling
• Performance assessments and techniques at system/flow level, packet level, and link

level
• Multimedia and heterogeneous service integration-performance issues, tradeoffs,

user-perceived QoS, and quality of experience
• Network planning; capacity; scaling; and dimensioning
• Performance assessment, management, control, and solutions: user-driven; service-

provider-driven; network-provider-driven; subscriber-centric and consumer-centric
business model dependency issues

• Wireless services in support of performance assessment, management, and control of
multimedia service delivery



• Performance management and assessment in user-driven live-access network change
and network-driven internetwork call handovers

• Subscriber-centric and consumer-centric business model dependency issues for per-
formance management, control, and solutions

• Simulations and testbeds

Before submission, authors should carefully read over the journal’s Author Guidelines,
which are located at http://www.hindawi.com/journals/wcn/guidelines.html. Prospective
authors should submit an electronic copy of their complete manuscript through the jour-
nal Manuscript Tracking System at http://mts.hindawi.com/, according to the following
timetable:

Manuscript Due August 1, 2009

First Round of Reviews November 1, 2009

Publication Date February 1, 2010

Lead Guest Editor:

Máirtı́n O’Droma, Telecommunications Research Centre, University of Limerick, Ireland;
mairtin.odroma@ul.ie

Guest Editors:

Markus Rupp, Institute of Communications and Radio-Frequency Engineering,
Vienna University of Technology, Gusshausstrasse 25/389, 1040 Vienna, Austria;
mrupp@nt.tuwien.ac.at

Yevgeni Koucheryavy, Department of Communication Engineering,
Tampere University of Technology, Korkeakoulunkatu 10, 33720 Tampere, Finland;
yk@cs.tut.fi

Andreas Kassler, Computer Science Department, University of Karlstad,
Universitetsgatan, 65188 Karlstad, Sweden; kassler@ieee.org

http://www.hindawi.com



EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Image Processing and Analysis in Biomechanics

CALL FOR PAPERS

Computational methodologies of signal processing and analysis based on 1D-4D data
are commonly used in different applications in society. In particular, image processing
and analysis methodologies have enjoyed increased deployment in automated recognition,
human-machine interfaces, computer-aided diagnostics, robotics surgery, and biomechan-
ics analysis.

Image processing and analysis is fundamentally a multidisciplinary area, combining el-
ements of informatics, mathematics, statistics, psychology, mechanics and physics, among
others. One of the more important applications of image processing and analysis can be
found in medical imagery, which continually promotes new research and development.
Present trends include using statistical or physical procedures on medical images in order
to have different objectives, such as organ segmentation, shape reconstruction, motion and
deformation analysis, organ registration and comparison, virtual reality, computer-assisted
therapy, or biomechanic analysis and simulation.

The research related with analysis and simulation of biomechanical structures has been
a source of many challenging problems, involving geometric modeling, numerical mod-
eling, biomechanics, material models for living tissues, experimental methodologies, and
mechanobiology, as well as their application in clinical environments. A critical compo-
nent for true realistic biomechanical analysis and simulations is to obtain accurately, from
images, the geometric data and the behavior of the desired structures. For that, the use of
automatic, efficient, and robust techniques of image processing and analysis is required.

The main objective of this Special Issue on Image Processing and Analysis in Biomechan-
ics is to bring together recent advances in the field. Topics of interest include, but are not
limited to:

• Signal processing in biomechanical applications
• Data interpolation, registration, acquisition and compression in biomechanics
• Segmentation of objects in images for biomechanical applications
• 3D reconstruction of objects from images for biomechanical applications
• 2D/3D tracking and object analysis in images for biomechanical applications
• 3D vision in biomechanics
• Biomechanical applications involving image processing and analysis algorithms



• Virtual reality in biomechanics
• Software development for image processing and analysis in biomechanics

Before submission authors should carefully read over the journal’s Author Guide-
lines, which are located at http://www.hindawi.com/journals/asp/guidelines.html. Authors
should follow the EURASIP Journal on Advances in Signal Processing manuscript for-
mat described at the journal site http://www.hindawi.com/journals/asp/. Prospective au-
thors should submit an electronic copy of their complete manuscript through the jour-
nal Manuscript Tracking System at http://mts.hindawi.com/, according to the following
timetable:

Manuscript Due May 1, 2009

First Round of Reviews August 1, 2009

Publication Date November 1, 2009

Lead Guest Editor:

João Manuel R. S. Tavares, Department of Mechanical Engineering and Industrial
Management, Faculty of Engineering, University of Porto, Rua Dr. Roberto Frias,
4200-465 Porto, Portugal; tavares@fe.up.pt

Guest Editor:

R. M. Natal Jorge, Department of Mechanical Engineering and Industrial Management,
Faculty of Engineering, University of Porto, Rua Dr. Roberto Frias, 4200-465 Porto,
Portugal; rnatal@fe.up.pt

http://www.hindawi.com



EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Advanced Signal Processing for Cognitive
Radio Networks

CALL FOR PAPERS

Cognitive radio is widely expected to usher in the next wave in wireless communications. In
December 2003, the Federal Communications Commission (FCC) of the US government
issued authorized cognitive radio techniques for spectrum sharing/reusing and approved
the use of fixed and mobile services in TV bands. In October 2008, the FCC further ap-
proved the use of mobile white space devices in TV bands, and many governments world-
wide have also moved to support this new spectrum usage model. This has been accompa-
nied recently by a significant upsurge in academic research and application initiatives, such
as the IEEE 802.22 standard on wireless regional area networks (WRANs) and the Wireless
Innovation Alliance including Google and Microsoft as members, which advocates unlock-
ing the potential in the “white space” of television bands.

However, cognitive radio networking is still in the early stages of research and devel-
opment. To achieve full “cognition” and reliable communication over a wireless network,
there are still tremendous technical, economical, and regulatory challenges. Signal process-
ing plays a major role in cognitive radio networks. The aim of this special issue is to present
a collection of high-quality research papers in advanced signal processing for cognitive ra-
dio including theoretical studies, algorithms, protocol design, as well as architectures, plat-
forms, and prototypes which use advanced signal processing techniques. Topics of interest
include, but are not limited to:

• Advanced spectrum sensing techniques and protocol support
• Cooperative spectrum sensing and communication
• Resource allocation for spectrum sharing
• Exploiting multiantennas for spectrum sharing
• Channel and environment learning techniques for cognitive radio
• Advanced coding and modulation for cognitive radio
• Information theory for cognitive radio
• Multiuser spectrum access techniques
• Security issues in cognitive radio networks
• Multimedia transmission over cognitive radio networks



• Optimization for bandwidth utilization
• Cognitive radio prototypes and test beds

Before submission authors should carefully read over the journal’s Author Guide-
lines, which are located at http://www.hindawi.com/journals/asp/guidelines.html. Prospec-
tive authors should submit an electronic copy of their complete manuscript through the
journal Manuscript Tracking System at http://mts.hindawi.com/, according to the follow-
ing timetable:

Manuscript Due May 1, 2009

First Round of Reviews August 1, 2009

Publication Date November 1, 2009

Lead Guest Editor:

Ying-Chang Liang, Institute for Infocomm Research, A∗STAR, 1 Fusionopolis Way,
No. 21-01 Connexis (South Tower), Singapore 138632; ycliang@i2r.a-star.edu.sg

Guest Editors:

Xiaodong Wang, Department of Electrical Engineering, Columbia University,
717 Schapiro CEPSR, 500 West 120th Street, New York, NY 10027, USA;
wangx@ee.columbia.edu

Yonghong Zeng, nstitute for Infocomm Research, A∗STAR, 1 Fusionopolis Way,
No. 21-01 Connexis (South Tower), Singapore 138632; yhzeng@i2r.a-star.edu.sg

Jinho Choi, Wireless Group, Swansea University, Singleton Park, Swansea,
SA2 8PP Wales, UK; J.Choi@swansea.ac.uk

Rui Zhang, Institute for Infocomm Research, A∗STAR, 1 Fusionopolis Way,
No. 21-01 Connexis (South Tower), Singapore 138632; rzhang@i2r.a-star.edu.sg

Marco Luise, Dipartimento di Ingegneria dell’Informazione, Università degli studi di Pisa,
56100 Pisa, Italy; marco.luise@iet.unipi.it

http://www.hindawi.com



EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Filter Banks for Next-Generation Multicarrier
Wireless Communications

CALL FOR PAPERS

Digital filter banks find various good applications in communications signal processing.
In general, they can be used to obtain very sharp frequency selectivity to isolate different
communications frequency channels from each other and from interfering spectral compo-
nents. This can be done in a very flexible and dynamic manner. Thus, filter banks constitute
a very powerful generic tool for software-defined radios and spectrally agile communication
systems.

The theoretical capacity limits in communications can be approached by multicarrier
techniques. With radio channels, multicarrier techniques can be combined with multi-
antenna transmitters and receivers to provide efficiency. Existing or planned transmission
systems rely on the OFDM technique to reach these goals. However, OFDM has a number
of drawbacks, such as the use of the cyclic prefix to cope with the channel impulse response
which results in a loss of capacity and the requirement of block processing to maintain or-
thogonality among all the subcarriers. Furthermore, the leakage among frequency subbands
has a serious impact on the performance of FFT-based spectrum sensing and OFDM-based
cognitive radio in general.

So far, some attempts have been made to introduce filter bank multicarrier (FBMC) in
the radio communications arena, in particular, the isotropic orthogonal transform algo-
rithm (IOTA). However, the full exploitation and optimization of FBMC techniques in the
context of radio evolution have not been considered sufficiently. Consequently, advances
in communication aspects of FBMC are still required to make it useful for future radio
systems.

This has motivated advanced research in the European ICT project PHYDYAS, which
supports this special issue. Topics of interest include, but are not limited to:

• Filter bank-based multicarrier transmission and prototype filter design
• Filter bank-based signal processing for other communication waveforms
• Filter bank applications in software-defined radio
• Data-aided and blind techniques for synchronization and channel estimation
• Preamble and pilot-pattern design
• Equalization and demodulation



• FBMC MIMO techniques and beamforming
• Radio scene spectrum analysis and cognitive radio
• Interference management
• Interlayer optimization and FBMC-specific scheduling
• Filter bank for channel coding
• Filter bank in AD and DA conversions

Before submission authors should carefully read over the journal’s Author Guide-
lines, which are located at http://www.hindawi.com/journals/asp/guidelines.html. Prospec-
tive authors should submit an electronic copy of their complete manuscript through the
journal Manuscript Tracking System at http://mts.hindawi.com/, according to the follow-
ing timetable:

Manuscript Due June 1, 2009

First Round of Reviews September 1, 2009

Publication Date December 1, 2009

Lead Guest Editor:

Markku Renfors, Department of Communications Engineering, Tampere University of
Technology (TUT), 33720 Tampere, Finland; markku.renfors@tut.fi

Guest Editors:

Pierre Siohan, Orange Labs 4, France Telécom, rue du Clos Courtel, BP 91226,
35512 Cesson Sévigné Cedex, France; pierre.siohan@orange-ftgroup.com

Behrouz Farhang-Boroujeny, Department of Electrical and Computer Engineering,
University of Utah, 3280 MEB Salt Lake City, UT 84112, USA; farhang@ece.utah.edu

Faouzi Bader, Centre Tecnologic de Telecommunication de Catalunya (CTTC),
Parc Mediterrani de la Tecnologia, Avenue Canal Olimpic, Casstelldefels, 08860 Barcelona,
Spain; faouzi.bader@cttc.es

http://www.hindawi.com



EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Advances in Multidimensional Synthetic Aperture
Radar Signal Processing

CALL FOR PAPERS

Synthetic Aperture Radar (SAR) represents an established and mature high-resolution
remote-sensing technology that has been successfully employed to observe, study, and char-
acterize the Earth’s surface. Over the last two decades, one-dimensional SAR systems have
evolved more and more toward multidimensional configurations, enabling quantitative re-
mote sensing with SAR sensors. The relevance of the multidimensional SAR technology is
primarily supported by the recent launch of the Japanese ALOS, the German TERRASAR-X,
and the Canadian RADARSAT-2 orbital systems, and also by the development of airborne
and ground-based SAR systems.

Multidimensional SAR data can be generated by different sources of diversity: base-
line, polarization, frequency, time, as well as their different combinations. This degree of
freedom makes multidimensional SAR data sensitive to a wide range of geophysical and
biophysical features of the Earth’s surface. Consequently, the definition of novel multidi-
mensional signal processing techniques is essential to benefit from this information rich-
ness, especially when the objective is the quantitative retrieval of new parameters, and also
necessary to extend already existing one-dimensional SAR data tools.

This special issue is seeking for original contributions in the definition of novel signal
processing techniques, and also for works on the assessment of new physical or statistical
models to improve the understanding of multidimensional SAR data and the extraction of
information, considering the important challenges and limitations imposed by the physics
governing the imaging process. This issue is also open to contributions oriented toward the
exploitation of multidimensional SAR data for novel and exciting applications.

Topics of interest include, but are not limited to:

• Multibaseline interferometry and differential interferometry
• 3D reconstruction and multidimensional SAR focusing techniques
• Polarimetry and polarimetric interferometry
• Multitemporal and multifrequency SAR
• Novel multidimensional SAR system configurations
• Multidimensional SAR data classification and change detection
• Information extraction from multidimensional SAR data



• Multidimensional SAR data statistical modeling, filtering, and estimation
• Definition and assessment of electromagnetic models
• Extraction and estimation of geophysical and biophysical parameters
• Space-time adaptive processing (STAP)

Before submission authors should carefully read over the journal’s Author Guide-
lines, which are located at http://www.hindawi.com/journals/asp/guidelines.html. Prospec-
tive authors should submit an electronic copy of their complete manuscript through the
journal Manuscript Tracking System at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due June 1, 2009

First Round of Reviews September 1, 2009

Publication Date December 1, 2009

Lead Guest Editor:

Carlos López-Martı́nez, Department of Signal Theory and Communication, Technical
University of Catalonia, c/Jordi Girona 1-3, 08034 Barcelona, Spain;
carlos.lopez@tsc.upc.edu

Guest Editors:

Laurent Ferro-Famil, Institute of Electronics and Telecommunications of Rennes,
University of Rennes 1, 263 Avenue Gènèral Leclerc, 35042 Rennes Cedex, France;
laurent.ferro-famil@univ-rennes1.fr

Andreas Reigber, Microwaves and Radar Institute, German Aerospace Center (DLR),
P.O. Box 1116, 82230 Weßling, Germany; andreas.reigber@dlr.de

http://www.hindawi.com



EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Advances in Signal Processing for Maritime
Applications

CALL FOR PAPERS

The maritime domain continues to be important for our society. Significant investments
continue to be made to increase our knowledge about what “happens” underwater, whether
at or near the sea surface, within the water column, or at the seabed. The latest geophys-
ical, archaeological, and oceanographical surveys deliver more accurate global knowledge
at increased resolutions. Surveillance applications allow dynamic systems, such as marine
mammal populations, or underwater intruder scenarios, to be accurately characterized. Un-
derwater exploration is fundamentally reliant on the effective processing of sensor signal
data. The miniaturization and power efficiency of modern microprocessor technology have
facilitated applications using sophisticated and complex algorithms, for example, synthetic
aperture sonar, with some algorithms utilizing underwater and satellite communications.
The distributed sensing and fusion of data have become technically feasible, and the team-
ing of multiple autonomous sensor platforms will, in the future, provide enhanced capa-
bilities, for example, multipass classification techniques for objects on the sea bottom. For
such multiplatform applications, signal processing will also be required to provide intelli-
gent control procedures.

All maritime applications face the same difficult operating environment: fading chan-
nels, rapidly changing environmental conditions, high noise levels at sensors, sparse cover-
age of the measurement area, limited reliability of communication channels, and the need
for robustness and low energy consumption, just to name a few. There are obvious technical
similarities in the signal processing that have been applied to different measurement equip-
ment, and this Special Issue aims to help foster cross-fertilization between these different
application areas.

This Special Issue solicits submissions from researchers and engineers working on mar-
itime applications and developing or applying advanced signal processing techniques. Top-
ics of interest include, but are not limited to:

• Sonar applications for surveillance and reconnaissance
• Radar applications for measuring physical parameters of the sea surface and surface

objects
• Nonacoustic data processing and sensor fusion for improved target tracking and sit-

uational awareness



• Underwater imaging for automatic classification
• Signal processing for distributed sensing and networking including underwater com-

munication
• Signal processing to enable autonomy and intelligent control

Before submission authors should carefully read over the journal’s Author Guide-
lines, which are located at http://www.hindawi.com/journals/asp/guidelines.html. Authors
should follow the EURASIP Journal on Advances in Signal Processing manuscript for-
mat described at the journal site http://www.hindawi.com/journals/asp/. Prospective au-
thors should submit an electronic copy of their complete manuscript through the jour-
nal Manuscript Tracking System at http://mts.hindawi.com/, according to the following
timetable:

Manuscript Due July 1, 2009

First Round of Reviews October 1, 2009

Publication Date January 1, 2010

Lead Guest Editor:

Frank Ehlers, NATO Undersea Research Centre (NURC), Viale San Bartolomeo 400,
19126 La Spezia, Italy; frankehlers@ieee.org

Guest Editors:

Warren Fox, BlueView Technologies, 2151 N. Northlake Way, Suite 101, Seattle,
WA 98103, USA; warren.fox@blueview.com

Dirk Maiwald, ATLAS ELEKTRONIK GmbH, Sebaldsbrücker Heerstrasse 235,
28309 Bremen, Germany; dirk.maiwald@atlas-elektronik.com

Martin Ulmke, Department of Sensor Data and Information Fusion (SDF),
German Defence Research Establishment (FGAN-FKIE), Neuenahrer Strasse 20,
53343 Wachtberg, Germany; ulmke@fgan.de

Gary Wood, Naval Systems Department DSTL, Winfrith Technology Centre,
Dorchester Dorset DT2 8WX, UK; gwood@mail.dstl.gov.uk

http://www.hindawi.com



EURASIP JOURNAL ON IMAGE AND VIDEO PROCESSING

Special Issue on

Dependable Semantic Inference

CALL FOR PAPERS

After many years of exciting research, the field of multimedia information retrieval (MIR)
has become mature enough to enter a new development phase—the phase in which MIR
technology is made ready to get adopted in practical solutions and realistic application sce-
narios. High users’ expectations in such scenarios require high dependability of MIR sys-
tems. For example, in view of the paradigm “getting the content I like, anytime and any-
place” the service of consumer-oriented MIR solutions (e.g., a PVR, mobile video, music
retrieval, web search) will need to be at least as dependable as turning a TV set on and off.
Dependability plays even a more critical role in automated surveillance solutions relying
on MIR technology to analyze recorded scenes and events and alert the authorities when
necessary.

This special issue addresses the dependability of those critical parts of MIR systems
dealing with semantic inference. Semantic inference stands for the theories and algorithms
designed to relate multimedia data to semantic-level descriptors to allow content-based
search, retrieval, and management of data. An increase in semantic inference dependabil-
ity could be achieved in several ways. For instance, better understanding of the processes
underlying semantic concept detection could help forecast, prevent, or correct possible se-
mantic inference errors. Furthermore, the theory of using redundancy for building reliable
structures from less reliable components could be applied to integrate “isolated” semantic
inference algorithms into a network characterized by distributed and collaborative intelli-
gence (e.g., a social/P2P network) and let them benefit from the processes taking place in
such a network (e.g., tagging, collaborative filtering).

The goal of this special issue is to gather high-quality and original contributions that
reach beyond conventional ideas and approaches and make substantial steps towards de-
pendable, practically deployable semantic inference theories and algorithms.

Topics of interest include (but are not limited to):

• Theory and algorithms of robust, generic, and scalable semantic inference
• Self-learning and interactive learning for online adaptable semantic inference
• Exploration of applicability scope and theoretical performance limits of semantic in-

ference algorithms
• Modeling of system confidence in its semantic inference performance



• Evaluation of semantic inference dependability using standard dependability criteria
• Matching user/context requirements to dependability criteria (e.g., mobile user, user

at home, etc.)
• Modeling synergies between different semantic inference mechanisms (e.g., content

analysis, indexing through user interaction, collaborative filtering)
• Synergetic integration of content analysis, user actions (e.g., tagging, interaction with

content) and user/device collaboration (e.g., in social/P2P networks)

Authors should follow the EURASIP Journal on Image and Video Processing manuscript
format described at http://www.hindawi.com/journals/ivp/. Prospective authors should
submit an electronic copy of their complete manuscripts through the journal Manuscript
Tracking System at http://mts.hindawi.com/, according to the following timetable:

Manuscript Due December 1, 2009

First Round of Reviews March 1, 2010
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Aims and Scope
Advances in Multimedia is aimed at presenting comprehensive coverage of 
the field of multimedia. The journal covers research and developments in 
multimedia technology and applications, including compression, storage, 
networking, communication, retrieval, algorithms, architectures, software design, 

circuits, multimedia signal processing, 
and multimodality devices and systems. 
Types of multimedia signals involved 
include audio, speech, video, image, 
graphics, geophysical, musical, sonar, 
radar, and medical signals.

Manuscript Submission
Manuscripts are invited and should 
be submitted by one of the authors 
of the manuscript through the online 
Manuscript Tracking System located at
http://mts.hindawi.com.

Open Access
Advances in Multimedia, as an open access 
journal, enables immediate, worldwide, 
barrier-free online access to the full text 
of published research articles for all 

interested readers. Accepted articles are released under the “Creative Commons 
Attribution License,” by which the author remains the copyright holder and permits 
the unrestricted use, distribution, and reproduction of the article in any medium, 
provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as fast as 
possible, while at the same time ensuring a thorough peer-review process. In 
order to ensure the fastest possible publication speed following the acceptance of a 
manuscript, once an article is accepted we make the author’s version immediately 
available online. Then, in an average of 60 days, we publish the final edited version 
of the paper. Following an article-by-article schedule rather than an issue-by-issue 
schedule allows for a much faster publication speed, since articles are not delayed 
until an entire issue has been completed.

International Editorial Board
The journal has a distinguished Editorial Board with extensive academic 
qualifications, which ensures that the journal maintains high scientific standards 
and has broad international coverage.
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Aims and Scope
Computational Intelligence and Neuroscience is a forum for the publication of 
research in the interdisciplinary field of neural computing, neural engineering, 
and artificial intelligence, where neuroscientists, cognitive scientists, engineers, 
psychologists, physicists, computer scientists, and artificial intelligence 
investigators among others can publish their work in one periodical that bridges 
the gap between neuroscience, artificial intelligence, and engineering. The journal 
provides research and review papers at an interdisciplinary level, with the field of 
intelligent systems for computational neuroscience as its focus. 

Manuscript Submission
Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access
Computational Intelligence and Neuroscience, as an open access journal, enables 
immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 
copyright holder and permits the unrestricted use, distribution, and reproduction 
of the article in any medium, provided the original work is properly cited.

Publication Speed
In order to ensure the fastest possible 
publication speed following the acceptance 
of a manuscript, once an article is accepted 
we make the author’s version immediately 
available online. Then, in an average of 60 
days, we publish the final edited version 
of the paper. Following an article-by-
article schedule rather than an issue-by-
issue schedule allows for a much faster 
publication speed, since articles are not 
delayed until an entire issue has been 
completed.

International Editorial Board
The journal has a distinguished 
Editorial Board with extensive academic 

qualifications, which ensures that the journal maintains high scientific standards 
and has broad international coverage.
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Aims and Scope
The aim of the EURASIP Journal on Advances in Signal Processing is to highlight 
the theoretical and practical aspects of signal processing in new and emerging 

technologies. Application areas include 
(but are not limited to) communications, 
networking, sensors and actuators, radar 
and sonar, medical imaging, biomedical 
applications, remote sensing, consumer 
electronics, computer vision, pattern rec-
ognition, robotics, fiber optic sensing/trans-
ducers, industrial automation, transporta-
tion, stock market and financial analysis, 
seismography, and avionics.

Indexing/Abstracting
In order to provide the maximum exposure 
for all published articles, the EURASIP 
Journal on Advances in Signal Processing 
is covered by many leading abstracting and 
indexing databases. 

Manuscript Submission
Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access
EURASIP Journal on Advances in Signal Processing, as an open access journal, 
enables immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 
copyright holder and permits the unrestricted use, distribution, and reproduction 
of the article in any medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as fast as 
possible, while at the same time ensuring a thorough peer-review process. In 
order to ensure the fastest possible publication speed following the acceptance of a 
manuscript, once an article is accepted we make the author’s version immediately 
available online. Then, in an average of 60 days, we publish the final edited version 
of the paper. Following an article-by-article schedule rather than an issue-by-issue 
schedule allows for a much faster publication speed, since articles are not delayed 
until an entire issue has been completed.
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Aims and Scope
EURASIP Journal on Audio, Speech, and Music Processing is a peer-
reviewed, open access journal, which aims at bringing together researchers, 
scientists, and engineers working on the theory and applications of the 

processing of various audio 
signals, with a specific focus on 
speech and music.

The journal is dedicated to 
original research work, but also 
allows tutorial and review articles. 
Articles deal with both theoretical 
and practical aspects of audio, 
speech, and music processing. 

Manuscript Submission
Manuscripts are invited and 
should be submitted by one of 
the authors of the manuscript 
through the online Manuscript 
Tracking System which is located 
at http://mts.hindawi.com.

Open Access
EURASIP Journal on Audio, Speech, and Music Processing, as an open 
access journal, enables immediate, worldwide, barrier-free online access 
to the full text of published research articles for all interested readers. 
Accepted articles are released under the “Creative Commons Attribution 
License,” by which the author remains the copyright holder and permits 
the unrestricted use, distribution, and reproduction of the article in any 
medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as 
fast as possible, while at the same time ensuring a thorough peer-review 
process. In order to ensure the fastest possible publication speed following 
the acceptance of a manuscript, once an article is accepted we make the 
author’s version immediately available online. Then, in an average of 
60 days, we publish the final edited version of the paper. Following an 
article-by-article schedule rather than an issue-by-issue schedule allows 
for a much faster publication speed, since articles are not delayed until 
an entire issue has been completed.
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Bioinformatics and 
Systems Biology

EURASIP Journal on

Aims and Scope

The overall aim of EURASIP Journal on Bioinformatics and Systems Biology is to 
publish research results related to signal processing and bioinformatics theories and 
techniques relevant to a wide area of applications into the core new disciplines of 
genomics, proteomics, and systems biology.

The journal is intended to offer a common platform for scientists from several areas 
including signal processing, bioinformatics, statistics, biology, and medicine, who are 
interested in the development of algorithmic, mathematical, statistical, modeling, 
simulation, data mining, and computational techniques, as demanded by various 
applications in genomics, proteomics, system biology, and more general in health 
and medicine.

Manuscript Submission

Manuscripts are invited and should be submitted by one of the authors of the manuscript 
through the online Manuscript Tracking System located at http://mts.hindawi.com.

Open Access

EURASIP Journal on Bioinformatics and Systems Biology, as an open access journal, 
enables immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under the 

“Creative Commons Attribution License,” 
by which the author remains the copyright 
holder and permits the unrestricted use, dis-
tribution, and reproduction of the article in 
any medium, provided the original work is 
properly cited.

Publication Speed

We are committed to keeping the publication 
speed of the journal as fast as possible, while 
at the same time ensuring a thorough peer-
review process. In order to ensure the fastest 
possible publication speed following the 
acceptance of a manuscript, once an article is 
accepted we make the author’s version imme-
diately available online. Then, in an average 
of 60 days, we publish the final edited version 
of the paper. Following an article-by-article 

schedule rather than an issue-by-issue schedule allows for a much faster publication 
speed, since articles are not delayed until an entire issue has been completed.
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Embedded Systems
EURASIP Journal on

Aims and Scope
EURASIP Journal on Embedded Systems is a peer-reviewed open access journal 
that serves the large community of researchers and professional engineers 
who deal with the theory and practice of embedded systems, including 
complex homogeneous and heterogeneous embedded systems, specification 
languages and tools for embedded systems, modeling and verification 

techniques, hardware/software tradeoffs 
and codesign, new design flows, design 
methodologies and synthesis methods, 
platform-based design, component-based 
design, adaptation of signal processing 
algorithms to limited implementation 
resources, rapid prototyping, computing 
structures and architectures for complex 
embedded systems, real-time operating 
systems, methods and techniques for the 
design of low-power systems, interfacing 
with the real world, and novel application 
case studies and experiences. 

Manuscript Submission
Manuscripts are invited and should 
be submitted by one of the authors of 

the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access
EURASIP Journal on Embedded Systems, as an open access journal, enables 
immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 
copyright holder and permits the unrestricted use, distribution, and reproduction 
of the article in any medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as fast as 
possible, while at the same time ensuring a thorough peer-review process. In 
order to ensure the fastest possible publication speed following the acceptance 
of a manuscript, once an article is accepted we make the author’s version 
immediately available online. Then, in an average of 60 days, we publish the 
final edited version of the paper. Following an article-by-article schedule rather 
than an issue-by-issue schedule allows for a much faster publication speed, since 
articles are not delayed until an entire issue has been completed.
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Aims and Scope
EURASIP Journal on Image and Video Processing is a peer-reviewed, open access 
journal, intended for researchers from both academia and industry, who are active in 
the multidisciplinary field of image and video processing. The scope of the journal 
covers all theoretical and practical aspects of the domain, from basic research to the 
development of applications.

Contributed articles on image and video processing may be focused on specific 
techniques, on diverse functionalities and services, within the context of various activity 
sectors (e.g., multimedia, medical, aerial, robotics, security, communications, arts), or 
on employing diverse data formats.

Manuscript Submission
Manuscripts are invited and should be submitted by one of the authors via the online 
Manuscript Tracking System located at http://mts.hindawi.com.

Open Access
EURASIP Journal on Image and Video Processing, as an open access journal, enables 
immediate, worldwide, barrier-free online access to the full text of published research 
articles. Accepted articles are released under the “Creative Commons Attribution 
License,” which permits the unrestricted use, distribution, and reproduction of the 
article in any medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication 
speed of the journal as fast as possible, while at 
the same time ensuring a thorough peer-review 
process. In order to ensure the fastest possible 
publication speed following the acceptance of 
a manuscript, once an article is accepted we 
make the author’s version immediately available 
online. Then, in an average of 60 days, we publish 
the final edited version of the paper. Following 
an article-by-article schedule rather than an 
issue-by-issue schedule allows for a much faster 
publication speed, since articles are not delayed 
until an entire issue has been completed.

International Editorial Board
The journal has a distinguished Editorial Board 

with extensive academic qualifications, which ensures that the journal maintains high 
scientific standards and has broad international coverage.
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Aims and Scope
The overall goal of the EURASIP Journal on Information Security is to bring 
together researchers and practitioners dealing with the general field of information 
security with a particular emphasis on the use of signal processing tools to enable 
the security of digital contents. As such, it addresses any work whereby security 
primitives and multimedia signal processing are used together to ensure the secure 
access to the data. Enabling technologies include watermarking, data hiding, 
steganography and steganalysis, joint signal processing and encryption, perceptual 
hashing, identification, biometrics, fingerprinting, and digital forensics.

Manuscript Submission
Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access
EURASIP Journal on Information Security, as an open access journal, enables 
immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 
copyright holder and permits the unrestricted use, distribution, and reproduction 
of the article in any medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication 
speed of the journal as fast as possible, while 
at the same time ensuring a thorough peer-
review process. In order to ensure the fastest 
possible publication speed following the 
acceptance of a manuscript, once an article 
is accepted we make the author’s version 
immediately available online. Then, in an 
average of 60 days, we publish the final edited 
version of the paper. Following an article-by-
article schedule rather than an issue-by-issue 
schedule allows for a much faster publication 
speed, since articles are not delayed until an 
entire issue has been completed.

International Editorial Board
The journal has a distinguished Editorial Board with extensive academic 
qualifications, which ensures that the journal maintains high scientific standards 
and has broad international coverage.
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Aims and Scope

The overall aim of the EURASIP Journal on Wireless Communications 
and Networking is to bring together science and applications of wireless 

communications and networking 
technologies, with emphasis on signal 
processing techniques and tools. 
Subject areas include antenna systems 
and design, channel modeling and 
propagation, coding for wireless systems, 
multiuser and multiple access schemes, 
optical wireless communications, 
resource allocation over wireless 
networks, security, authentication, and 
cryptography for wireless networks, 
signal processing techniques and tools, 
software and cognitive radio, wireless 
traffic and routing, ultra-wideband 
systems, vehicular networks, wireless 
multimedia communication, wireless 
sensor networks, and wireless system 
architectures and applications.

Manuscript Submission

Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access

EURASIP Journal on Wireless Communications and Networking, as an open access 
journal, enables immediate, worldwide, barrier-free online access to the full text 
of published research articles for all interested readers. 

Publication Speed

We are committed to keeping the publication speed of the journal as fast as possible, 
while at the same time ensuring a thorough peer-review process. In order to ensure 
the fastest possible publication speed following the acceptance of a manuscript, 
once an article is accepted we make the author’s version immediately available 
online. Then, in an average of 60 days, we publish the final edited version of 
the paper. Following an article-by-article schedule rather than an issue-by-issue 
schedule allows for a much faster publication speed, since articles are not delayed 
until an entire issue has been completed.
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Aims and Scope
The overall aim of the International Journal 
of Antennas and Propagation is to explore 
emerging concepts and applications in antennas 
and propagation. The journal focuses on the 
physical link from antenna to antenna including 
antenna hardware and associated electronics, 
the nature and impact of propagation channels 
and measurement, prediction, and simulation 
methods for evaluating or designing antennas 
or the channel. The journal is directed at both 
practicing engineers and academic researchers 
and will highlight new ideas and challenges in 
antennas and propagation for both application 
development and basic research.

Manuscript Submission
Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access
International Journal of Antennas and Propagation, as an open access journal, 
enables immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 
copyright holder and permits the unrestricted use, distribution, and reproduction 
of the article in any medium, provided the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as fast as possible, 
while at the same time ensuring a thorough peer-review process. In order to ensure 
the fastest possible publication speed following the acceptance of a manuscript, 
once an article is accepted we make the author’s version immediately available 
online. Then, in an average of 60 days, we publish the final edited version of the 
paper. Following an article-by-article schedule rather than an issue-by-issue 
schedule allows for a much faster publication speed, since articles are not delayed 
until an entire issue has been completed. Manuscripts are invited and should be 
submitted at http://mts.hindawi.com.

International Editorial Board
The journal has a distinguished Editorial Board with extensive academic qualifica-
tions, which ensures that the journal maintains high scientific standards and has 
broad international coverage.
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Aims and Scope
The overall goal of the International Journal of Biomedical Imaging is to promote the 
research and development of biomedical imaging by publishing high-quality research 
articles and reviews in this rapidly growing, interdisciplinary field.  Generally speaking, 
the scope of the journal covers data acquisition, image reconstruction, and image 

analysis, involving theories, methods, systems, 
and applications.

Indexing/Abstracting
In order to provide the maximum exposure for 
all published articles, International Journal of 
Biomedical Imaging is covered by many leading 
abstracting and indexing databases.

Manuscript Submission
Manuscripts are invited and should be submitted 
by one of the authors of the manuscript through 
the online Manuscript Tracking System located 
at http://mts.hindawi.com.

Open Access
International Journal of Biomedical Imaging, 
as an open access journal, enables immediate, 

worldwide, barrier-free online access to the full text of published research articles for 
all interested readers. Accepted articles are released under the “Creative Commons 
Attribution License,” by which the author remains the copyright holder and permits the 
unrestricted use, distribution, and reproduction of the article in any medium, provided 
the original work is properly cited.

Publication Speed
We are committed to keeping the publication speed of the journal as fast as possible, while 
at the same time ensuring a thorough peer-review process. In order to ensure the fastest 
possible publication speed following the acceptance of a manuscript, once an article is 
accepted we make the author’s version immediately available online. Then, in an average 
of 60 days, we publish the final edited version of the paper. Following an article-by-article 
schedule rather than an issue-by-issue schedule allows for a much faster publication 
speed, since articles are not delayed until an entire issue has been completed.

International Editorial Board
The journal has a distinguished Editorial Board with extensive academic qualifica-
tions, which ensures that the journal maintains high scientific standards and has broad 
international coverage.

h t t p : / / w w w . h i n d a w i . c o m / j o u r n a l s / i j b i /

 International Journal of

Biomedical Imaging

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2009

International Journal of

Biomedical Imaging

Editor-in-Chief

Ge Wang

Associate Editors

Haim Azhari

K. Ty Bae

Richard Bayford

Freek Beekman

J. C. Chen

Anne Clough

Carl Crawford

Min Gu

Eric Hoffman

Jiang Hsieh

M. Jiang

Marc Kachelrieß

Seung Wook Lee

Alfred Karl Louis

Erik Meijering

Jayanta Mukherjee

Vasilis Ntziachristos

Scott Pohlman

Erik Ritman

Jay Rubinstein

Peter Santago

Lizhi Sun

Jie Tian

Michael Vannier

Yue Wang

Guowei Wei

David L. Wilson

Sun K. Yoo

Habib Zaidi

Yantian Zhang

Jun Zhao

Yibin Zheng

Tiange Zhuang



h t t p : / / w w w . h i n d a w i . c o m / j o u r n a l s / i j d m b /

Aims and Scope
International Journal of Digital Multimedia Broadcasting aims to provide a high-
quality and timely forum for engineers, researchers, and educators whose interests 
are in digital multimedia broadcasting to learn recent developments, to share 
related challenges, to compare multistandards, and further to design new and 
improved systems.

Subject areas include (but are not limited to):
▶ Multimedia broadcasting overall system and standardization, multimedia 

signal compression, and coding for broadcasting
▶ Multimedia streaming and control, IPTV with broadcasting, multimedia 

content services, and digital rights management over broadcasting
▶ Modulation and demodulation
▶ Channel estimation and equalization
▶ VLSI design and system-on-chip implementation for multimedia broadcast-

ing reception
▶ Cross-layer analysis and integration, single-chip solution, and power and 

spectral efficiency
▶ Antenna and propagation for multimedia transmission and reception
▶ Multistandards compatibility and multisystems interoperability
▶ Multibands frequency interface issues, spectrum management, and usage
▶ Filed-trials and testing analyses
▶ Quality of service and quality of experience in multimedia broadcasting

Open Access
International Journal of Digital Multimedia Broadcasting, as an open access 
journal, enables immediate, worldwide, barrier-free online access to the full text of 

published research articles, released under the 
“Creative Commons Attribution License.” 

Publication Speed
In order to ensure the fastest possible pub-
lication speed following the acceptance of a 
manuscript, once an article is accepted for 
publication, after a rigorous peer-review 
process, we make the author’s version immedi-
ately available online. Then, in an average of 60 
days, we publish the final edited version of the 
paper. Following an article-by-article schedule 
rather than an issue-by-issue schedule allows 
for a much faster publication speed, since 
articles are not delayed until an entire issue 
has been completed.
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Aims and Scope

The overall aim of the International Journal of Navigation and Observation is 
to explore emerging concepts and applications in navigation, positioning, Earth 
observation, and related fields. The journal is directed at both practicing engineers 
as well as academic researchers. It will highlight new ideas and challenges in both 
application development and basic research, thus seeking to bridge the gap between 
innovation and practical implementation. Authors of manuscripts with novel con-
tributions to the theory and/or the practice of navigation, positioning, and Earth 
observation are encouraged to submit their contributions for consideration.

Manuscript Submission

Manuscripts are invited and should be submitted by one of the authors of 
the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Open Access

International Journal of Navigation and Observation, as an open access 
journal, enables immediate, worldwide, barrier-free online access to the full 
text of published research articles for all interested readers. Accepted articles 
are released under the “Creative Commons Attribution License,” by which the 

author remains the copyright holder and 
permits the unrestricted use, distribu-
tion, and reproduction of the article in 
any medium, provided the original work 
is properly cited.

Publication Speed

We are committed to keeping the pub-
lication speed of the journal as fast as 
possible, while at the same time ensuring 
a thorough peer-review process. In order 
to ensure the fastest possible publica-
tion speed following the acceptance of a 
manuscript, once an article is accepted we 
make the author’s version immediately 
available online. Then, in an average of 60 
days, we publish the final edited version of 
the paper. Following an article-by-article 

schedule rather than an issue-by-issue schedule allows for a much faster publica-
tion speed, since articles are not delayed until an entire issue has been completed.
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Aims and Scope

The overall aim of the International Journal of Telemedicine and Applications is to 
bring together science and applications of medical practice and medical care at a 

distance as well as their supporting technologies 
such as computing, communications, and 
networking technologies with emphasis on 
telemedicine techniques and telemedicine 
applications. Telemedicine is an information 
technology that enables doctors to perform 
medical consultations, diagnoses, and 
treatments, as well as medical education, 
away from patients. International Journal of 
Telemedicine and Applications will highlight 
the continued growth and new challenges in 
telemedicine, applications, and their supporting 
technologies, for both application development 
and basic research.

Manuscript Submission

Manuscripts are invited and should be submitted 
by one of the authors of the manuscript through the online Manuscript Tracking 
System at http://mts.hindawi.com.

Open Access

International Journal of Telemedicine and Applications, as an open access journal, 
enables immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under the 
“Creative Commons Attribution License,” by which the author remains the copyright 
holder and permits the unrestricted use, distribution, and reproduction of the article 
in any medium, provided the original work is properly cited.

Publication Speed

We are committed to keeping the publication speed of the journal as fast as possible, 
while at the same time ensuring a thorough peer-review process. In order to ensure 
the fastest possible publication speed following the acceptance of a manuscript, once 
an article is accepted we make the author’s version immediately available online. 
Then, in an average of 60 days, we publish the final edited version of the paper. 
Following an article-by-article schedule rather than an issue-by-issue schedule allows 
for a much faster publication speed, since articles are not delayed until an entire issue 
has been completed.
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Aims and Scope
Research Letters in Communications is devoted to very fast publication of short, 
high-quality manuscripts in the broad field of communications. Average time 
from submission to publication will be around 60 days.

Manuscript Submission
Submitted manuscripts should not exceed 5 pages in their final published form. 
Manuscripts are invited and should be submitted by one of the authors of the 
manuscript through the online Manuscript Tracking System which is located 
at http://mts.hindawi.com.

Peer Review
All manuscripts are subject to peer review and are expected to meet standards 
of academic excellence. Submissions will be considered by an associate editor 
and—if not rejected right away—by peer reviewers, whose identities will remain 
anonymous to the authors.

Open Access
Research Letters in Communications, as an open access journal, enables 
immediate, worldwide, barrier-free online access to the full text of published 
research articles for all interested readers. Accepted articles are released under 
the “Creative Commons Attribution License,” by which the author remains the 

copyright holder and permits the unre-
stricted use, distribution, and reproduction 
of the article in any medium, provided the 
original work is properly cited.

Publication Speed
We are committed to keeping the publica-
tion speed of the journal as fast as possible, 
while at the same time ensuring a thorough 
peer-review process. The journal follows 
an article-by-article schedule rather than 
an issue-by-issue schedule allowing for a 
much faster publication speed.

International Editorial Board
The journal has a distinguished Editorial 
Board with extensive academic qualifica-

tions, which ensures that the journal maintains high scientific standards and 
has broad international coverage.
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Aims and Scope

Research Letters in Signal Processing is devoted to very fast publication of short, 
high-quality manuscripts in the broad field of signal processing. Average time from 
submission to publication will be around 60 days.

Manuscript Submission

Submitted manuscripts should not exceed 4 pages in their final published 
form. Manuscripts are invited and should be submitted by one of the authors 
of the manuscript through the online Manuscript Tracking System located at 
http://mts.hindawi.com.

Peer Review

All manuscripts are subject to peer review and are expected to meet standards of 
academic excellence. Submissions will be considered by an associate editor and—if 
not rejected right away—by peer reviewers, whose identities will remain anonymous 
to the authors.

Open Access

Research Letters in Signal Processing, as an open access journal, enables immediate, 
worldwide, barrier-free online access to the full text of published research articles for 
all interested readers. Accepted articles are released under the “Creative Commons 
Attribution License,” by which the author remains the copyright holder and permits 
the unrestricted use, distribution, and reproduction of the article in any medium, 

provided the original work is properly cited.

Publication Speed

We are committed to keeping the publica-
tion speed of the journal as fast as possible, 
while at the same time ensuring a thorough 
peer-review process. The journal follows an 
article-by-article schedule rather than an 
issue-by-issue schedule allowing for a much 
faster publication speed.

International Editorial Board

The journal has a distinguished Editorial 
Board with extensive academic qualifications, 
which ensures that the journal maintains high 
scientific standards and has broad interna-
tional coverage.
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Aims and Scope

VLSI Design is a peer-reviewed, open access journal, which presents state-of-the-art 
papers in VLSI design, computer-aided design, design analysis, design implementation, 
simulation, and testing. Topics relating to both theory and applications are discussed. 
The journal’s scope also includes papers that address technical trends, pressing issues, 
and educational aspects in VLSI Design.

The journal provides a dynamic, high-quality, 
international forum for original papers and 
tutorials by academic, industrial, and other 
scholarly contributors in VLSI Design.

Indexing/Abstracting

In order to provide the maximum exposure for 
all published articles, VLSI Design is covered 
by many leading abstracting and indexing 
databases. 

Manuscript Submission

Manuscripts are invited and should be submitted 
by one of the authors of the manuscript through 
the online Manuscript Tracking System at
http://mts.hindawi.com.

Open Access

VLSI Design, as an open access journal, enables immediate, worldwide, barrier-free 
online access to the full text of published research articles for all interested readers. 
Accepted articles are released under the “Creative Commons Attribution License,” 
by which the author remains the copyright holder and permits the unrestricted use, 
distribution, and reproduction of the article in any medium, provided the original 
work is properly cited.

Publication Speed

We are committed to keeping the publication speed of the journal as fast as possible, 
while at the same time ensuring a thorough peer-review process. In order to ensure 
the fastest possible publication speed following the acceptance of a manuscript, once 
an article is accepted we make the author’s version immediately available online. 
Then, in an average of 60 days, we publish the final edited version of the paper. 
Following an article-by-article schedule rather than an issue-by-issue schedule allows 
for a much faster publication speed, since articles are not delayed until an entire issue 
has been completed.
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